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The Effect of Curvature on Heat or Mass 
Transfer from an Isothermal Sphere 
Heat or mass transfer from a sphere to a moving fluid at moderate Reynolds and Peclet 
numbers is governed by an equation of the form 

Nu or Sh = GPe« + C2 

All of the parameters C\, C% and n are functions of the Prandtl number. For the 
constant-properties case the ranges of the parameters are given in Table 1. The 
parameter C% is not necessarily 2 as is sometimes assumed since the equation cannot be 
used when Pe -*• 0. Ct is shown to be a first-order correction term resulting from the 
approximate solution of the energy equation including curvature by a perturbation 
technique. 

njs 

Introduction 
2.04 

INALYSES for the heat or mass transfer from a sphere 
to a fluid in motion have been published by Boussinesq [1 ] / 
Ruckenstein [2], Chao [3], Acrivos et al. [4, 5, 6] and others. 
Boussinesq obtained a solution for the average Nusselt number 
for the case of potential flow with a thin thermal boundary layer. 
Ruckenstein and Chao studied similar problems but accounted 
for flow within the sphere, which was taken to represent a drop 
or bubble moving in a different fluid. In all of these papers the 
thermal boundary layer was taken to be very thin. Acrivos et al. 
have shown how to relax this assumption using a perturbation 
technique. Acrivos and Goddard [5] have presented the zeroth-
and first-order terms in an asymptotic expansion of the average 
Nusselt number for Stokes flow around an isothermal sphere at 
very large Peclet numbers as 

Nu = 0.991Pe1/j + 0.922 + o(Pe~1/3) (1) 

Apparently no similar result exists for the case of potential 
flow. I t is useful and interesting to obtain such a result for sev
eral reasons. First of all, the results of Chao and Ruckenstein are 
applicable mainly in the range of Reynolds numbers between 
about 10 to 103. For the case of a droplet moving through a gas 
(water-air, water-steam, etc.) this would correspond to a Peclet 
number in the same range. I t is shown in Appendix A that the 
zeroth-order solution leads to a thermal layer thickness at the 
stagnation point of 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

ASME-AIChE Heat Transfer Conference, Tulsa, Okla., August 
IS—18, 1971. Manuscript received by the Heat Transfer Division 
July 20, 1970. Paper No. 71-HT-7. ') 6. ,1-1 • "i 

VPe 
(2) 

Clearly, when the Peclet number is 102 the thermal layer thickness 
is over 20 percent of the drop radius and the curvature of the drop 
would be expected to be of some importance. 

There is a second important application of the results to be 
presented here. When the Reynolds number is less than 103 the 
heat transfer from the rear of a sphere (the separated region) is of 
lesser importance than that from the front hemisphere [7]. The 
average overall Nusselt number for the case of potential flow as 
reported below is therefore approximately applicable when Re 
< 103 and the Prandtl number is small. 

Finally, and perhaps most important of all, since the potential-
flow solution is equivalent to the case of Pr —*• 0 without flow 
separation, the result provides an upper limit for the average 
Nusselt number in the region of moderate Rejmolds numbers. 
The lower limit is given by equation (1). 

Formulation 
General Assumptions. The idealized problem to be considered 

here is that of heat transfer to a constant-temperature sphere in 
potential flow. All fluid properties are considered to be con
stants. The Peclet number is large enough that the ratio of the 
thermal layer thickness to the sphere radius is smaller than unity, 
but does not necessarily approach zero. The exact nature of 
this assumption will become clear as the solution unfolds. The 
local heat-transfer results obtained are applicable to the forward 
hemisphere for the case of Prandtl number approaching zero while 
the Peclet number lies between 10 and 103 approximately. When 
heat transfer in the wake region is not too large, the average 
heat-transfer results can be applied for the same conditions. 
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Fig. 1 Coordinate system 

If the sphere in question is a bubble or a drop it is assumed to 
remain spherical. Only steady-state results are given here. 
Finally, the effects of free-stream turbulence are not included, 
and the boundary-layer flow is considered to be laminar. 

Equations and Boundary Conditions. Fig. 1 shows the system to 
be studied. The angle 6 is measured from the front stagnation 
point. When the assumptions above are used the energy equa
tion is 

ur 

5T 

br 
ar 
as 

1 b2 

- r - ; (rT) + 
r or' 

1 

•2 sin 6 od 
ar 
be 

(3) 

If we wish to consider the case of mass transfer, I1 represents 
concentration and /c is the appropriate diffusivity for diffusion 
of mass. The radial and circumferential velocities for potential 
flow are 

ur = -V 

no U 

r 

1 

l"l--l L '-3 J 
i R3' 
2 r ' . 

cos 6 (4a) 

(4b) 

Boundary conditions are 

T(R,0) = T, 

r ( « , 0) - Ta 

bT bT 
^ ( r , 0 ) - ^ ( r , r ) - 0 

(5a) 

(5b) 

(5c) 

I t will be convenient to non-dimensionalize these equations 
using the following definitions: 

$ = 
T - r. 

€ = 
- R .— 

! T V P e 

where 

u/U 

e = V P e / 2 and Pe = 2UR/K 

When these substitutions are made in equations (3), (4), and (5) 
we find 

(£ + 2e>,. + »8 TTT 
a$" 
11 

+ 

= ^ US + 2,)*] 

(£ + 2e) sin 9 d0 

vT = — 

W0 = 

1 -
2e 

2e + £ 

26 

^26 + £ 

$(0, 5) = 1 

<*>(», 0) 

a$\ 
^ > ( 6 ) 

(7a) 

0 

* «• 0 ) = bT ( ? ' T ) 

(7b) 

(8a) 

(8b) 

(So) 

••Nomenclature-

/ 

g = 

11/, = 

Ci = constant, equation (29) 
Ci = constant, equation (29) 

iFi = confluent hypergeometric func
tion 

function defined in equation 
(17a) 

function defined in equation 
(14a) 

modified Bessel function of the 
first kind, order ' / j 

m" = evaporation rate, mass/time-
area 

Nu(0) = local Nusselt number, equation 
_ (20) 
Nu = average Nusselt number, equa

tion (22) 
n = exponent, equation (29) 
o = order of magnitude 

Pe = Peclet number, 2UR/K 
QI = imaginary source term, defined 

by equation (17) 
R = radius of sphere 

R(0) — ratio, equation (26) 
R = ratio, equation (25) 

j- = radial position 
Sh = average Sherwood number, 

equation (28) 
T = temperature or mass concen

tration 
U = velocity of free stream 
u = local velocity 
v = dimensionless local velocity, 

u/U 

= \ A r / 2 

8 = boundary-layer thickness 
e = parameter used for expansion, 

V P i / 2 
f = similarity variable, equation 

(14b) 
7} = similarity variable, equation 

(14a) 
6 = angle measured from front 

stagnation point 
K = diffusivity 

£ = dimensionless distance from 
r - R 

sphere, 
R 

VPe 

ir *= 3.14159.. . 
p = density of diffusing substance, 

equation (28) 
T = dummy variable of integration 
$ = dimensionless temperature or 

concentration 
4>i = t th term in the expansion, 

equation (9) 

Subscripts 

L = 
r = 
s = 
T = 
U = 

e = 
0 = 
1 = 
2 = 

lower limit 
radial direction 
sphere surface 
thermal or concentration 
upper limit 
circumferential 
zeroth-order approximation 
first-order correction 
second-order approximation 
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Solution 
We seek a solution to the above problem in which the parame

ter e, which is proportional to the Peclet number, is large but not 
necessarily approaching infinity. To obtain such a solution, we 
assume 

jp(& d) = MZ, 0) + ( ^ J <M£, d) + 
I (9) 

where 2e » 1.0. 
, The velocities can be expanded in the same kind of series. 

(^ »& 8) 

} v, = - I I + 2 . 1 
2e \2e 2e 

< 1 (10a) 

l_2e \ 
± < 1 (106) 
2e 

The first few terms of expressions (10a, 6) serve as adequate 
representations of the velocities when (£/2e) « 1.0. 

Substituting (9) and (10) into (6) and equating like powers of 

l \ 
— ) results in a sequence of partial differential equations for 

0, 0i, etc. The first two of these are 

3 ixpo 3 Z><p0 
— t cos a —- + — sin 0 —— 
2 s a£ 4 a0 a£2 (11) 

and 

- t cos 0 —- + - sm 0 —-
2 4 a£ 4 a0 

3 cs a ^ 
- P cos 0 — -
2 s a£ 

3 a<p„ 
- £ sm 0 —— 
4 s 50 

B}r using (11), (12) can be rewritten as 

3 c a d^» i 3 • o ^ 
- f cos 0 —- H sm 0 —-
2 5 3f 4 a0 

&Vi 
a?2 

a? Of) (12a) 

The appropriate boundary conditions for (11) and (12a) are 

<po(0, 0) = 1 

<Po(°°, 0) = 0 

d ^ « , 0 ) = - « , ^ ) = = 0 

<Pi(0, 0) = 0 

(13a) 

(136) 

(13c) 

(13d) 

(13e) 

(13/) 

It is interesting to note that the circumferential conduction 
term does not enter in the first-order correction. I t is important 
only as a second-order correction effect. 

Chao [3], Ruckenstein [2] and others have shown that equa
tion (11) can be solved bj- using the similarity variables 

f = 1 — cos 0 — - (1 — cos3 ( 
o 

The solution, as presented by these authors, is 

<p0(n, f ) = erfc (?7 /2v7) 

(14a) 

(146) 

(15) 

Clearly, this is the solution for the case where the Peclet 
number approaches infinity. For such a case, curvature effects 
may be considered to be unimportant. On the other hand, as the 
Peclet number decreases, curvature effects come into play. As 
the thermal layer thickens the average heat-transfer area becomes 
larger (somewhere between the area of the sphere and that of the 
outer edge of the thermal layer) and the heat-transfer coefficient 
would be expected to be greater than that obtained from equa
tion (15). To get an idea of the effect of decreasing Peclet number 
we shall find <pi(rj, f ) . 

Substitution of (14) and (15) into (12a) gives 

dpi avi 
a>j2 + Qi(f, v) (16) 

where the function Qi(f, ??) is given by 

2 
Qi(f, i?) \Z-ir /(f) 

7}' 

.2f 
1 exp ( - W 4 f ) (17) 

with 

Kn = i/ff(f)Vf (17a) 

Sutton [8] has shown that the solution of (16) has the form 

Jo Jo 

(Wi) 
lA 

2(f - ro 
11/2 

Wi 

X exp R( rf- + 1) 

r - r 

2(f - f i ) . 

Qi(f,, ^ d ^ d f , (18) 

I t is shown in Appendix B that the integration over i)\ can be per
formed with the result 

( 1 2 ) *.({•, v) 
•\Ai-r J o 

Vfr (1 - r) 
mil - T)]e- 'V4fr 

X 1F1 
8 , » ( l - r n 2 n F i 

. 2 ' 4fT J T 
3 q2(l - r ) ' 

L"' 2J 4fr _ 
dT 

(19) 

The functions iFi(a, /3, 7 ) are the confluent hypergeometric 
functions (see [9], page 96). 

Equations (15) and (19) are the first two terms in the series 
expansion (9) for the temperature. Clearly, the integral is a 
very difficult one to evaluate analytically. Fortunately the heat 
flux at the surface, the quantity of primary interest, is somewhat 
simpler. 

We define the local Nusselt number in the usual way. 

Nu(0) - 2 a$ 

-a) (20) 

In terms of the variables t) and f (0) we have, from (15) and (19), 

1 . 1 / V P e 
Nu(0) = - v W P e sin2 6 

(2r - l) /[f(l - T)]drJ (21) 

where f = f (0) as given by equation (146). The average Nus
selt number is obtained from the relation 

1 C" 
2 Jo 

Nu = - I Nu(0) sin 0 dd (22) 
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10 2 -

Equation (23) -

Fig. 2 One- and iwo-term expansions 

Results 
When the indicated integrals (21) and (22) are evaluated we 

find the following numerical results for the average Nusselt num
ber and for the stagnation-point Nusselt number—two parame
ters of particular interest: 

Nu = 1.156-v/Pe + 4.73 + o(Pe~1 / 2) (23) 

Nu(0) = 1.988\/Pe + 8.792 + o(Pe~ 1 / ! ) (24) 

The first terms in these two equations represent the asymptotic 
values for infinite Peclet number. They are in agreement with 
those previously reported. The second terms represent correc
tions resulting from the first-order correction term in equation 
(9). Second-order correction terms are of order P e - 1 ' 2 . 

Pig. 2 shows the departure of the two-term expansion from 
the asymptotic value of the average Nusselt number. The 
stagnation-point Nusselt number behaves similarly. The de
parture becomes significant when the Peclet number is less than 
103. Fig. 3 is a plot of the ratios of the one- and two-term expan
sions of Nu and Nu(0). 

R 
1.156\/Pe 

1.156\/Pe + 4.73 

R(0) = 
1.988\/Pe 

1.988-\/Pe + 8.792 

(25 

(26) 

These ratios are less than 90 percent even when the Peclet number 
is 103. Thus, the first-order correction term is quite significant 
when the Peclet number is'between 102 and 103. 

Equations (23) and (24) are complementary to some other 
analytical results for limiting cases that have appeared in the 
literature. Acrivos and Taylor [4] obtained a solution for small 
Reynolds and Peclet numbers assuming Stokes flow. The aver
age Nusselt number for this case is 

Nu = 2 + - Pe + o(Pe2) (27) 

Acrivos and Goddard [5] obtained a solution for the case of small 
Reynolds numbers and large or moderate Peclet numbers. 
Again Stokes flow was assumed. The result was given as equa
tion (1). 

- - V . Nu = 0.991Pe' /J + 0.922 + o ( P e - ' / s ) (1) 

The first two terms of each of these equations and the first two 
terms of equation (23) are plotted against Peclet number in Fig. 
4. The three curves form an envelope that should contain all 

Fig. 3 Ratios of one- and two-term expansions 

the low- or moderate-Reynolds-number data (for any Prandtl 
number) from experiments for which the assumption of constant 
physical properties is valid. 

The experimental data of Kramers [10] for Prandtl numbers 
ranging from 0.714 (air) to 380 (oil) agree remarkably well with 
the theoiy. Kramers measured heat-transfer data at a number 
of values of Ts — T„ and extrapolated the results to Ts — T„ = 
0. His data therefore represent a limiting case for which the 
assumption of constant properties should be valid; Lee and 
Ryley [11] and Baxi and Ramachandran [12] have published air 
data. These represent extensions of the Kramers data to lower 
and higher Peclet numbers. 

Some very interesting data were obtained by Kinzer and Gunn 
[13] during studies involving the evaporation of raindrops. 
These data span the Peclet-number range from approximately 
0.3 to 103. The phenomenon involved was mass transfer (evapo
ration from water droplets) so the quantity of interest is the 
Sherwood number, defined as 

Sh 
2m"R 

P, - P<* 
(28) 

Judging from the other data, the data of Kinzer and Gunn appear 
to be somewhat lower than expected for Peclet numbers greater 
than about 30. The low-Peclet-number data are in excellent 
agreement with the theory, however. I t is interesting to note 
that when the Peclet number is less than 5 the Nusselt-number 
data follow equation (27) very accurately, increasing directly 
with the Peclet number rather than with its square or cube root 
as is the case at higher Peclet numbers. 

I t is apparent from Fig. 4 that constant-property heat-transfer 
data should be correlated by an expression of the form 

Nu = CiPe" + C2 (29) 

when the Peelet number is less than 103 and greater than some 
lower limit P e t . Each of the numbers C\, Ci, n, and Pe L depends 
on the Prandtl number. The limiting values that can be de
duced for these parameters are given in Table 1. For inter
mediate Prandtl numbers the parameters should have values be
tween these limits. Many previous correlations have used n = 
y 2 exclusively for moderate-Reynolds-number data [7, 10]. 
There appears also to be a tendency to use Ci = 2 since this gives 
the correct value for Nu when Pe = 0 [11, 12]. This is clearly 
not correct since the constant ft results from a curvature correc
tion and since equation (29) is not appropriate for very small 
Peclet numbers. When the Peclet number is less than P e t equa
tion (27) is probably appropriate for all Prandtl numbers. 
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ld-;--------,-------------,-------------.------------,-------------

.c 
I", 

10 

.2 10 

Baxi 1. Ramachandran __ ~ ./ 
(Air) 

Eq 23 
Pr-O 

10' 

Data(10) 
o Air Pr' 0,714 
to Water Pr: 7.3 
." Pr, 10,7 
• Oil Pr, 213 

0" Pr, .380 

10' 10' 
PECLET NUMBER 

Fig.4 Heat- and mass-transfer data for spheres at low and moderate Reynolds numbers 

PI' 
o 

PeL 
15 
3? 

Conclusions 

Peu 
>10' 
>10' 

Table 1 

G, 
1.156 
0.991 

G2 
4.73 
0.922 

n 
1/2 
1/3 

Curvature effects become quite important in both the local 
nnd nverage Nusselt numbers for heat or mass t.mnsfer to spheres 
at moderate Peclet numbers (Pe < 103 ). 

2 For moderate Reynolds and Peelet numbers constant
property heat-tmnsfer data should be correlated by the expres
sion 

Nu = G,Pe" + G, (29) 

wilh G
" 

G" ane! n between the limiting values shown in Table 1. 
3 In particular, G, is not necessarily equal to 2 since the ex

pression (29) is not expected to be valid when Pe -- 0, For very 
small Peclet numbers 

Nu 
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2 
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APPENDIX A 

The zeroth-order solution for the dimensionless temperat.ure 
is given by equation (15). When () -+ 0 

lim ~ = VB ~ 
8---+02Vr 2 

so that at the forward stagnation point 

~o = erfc [ ~3 ~ J 
I'Ve take OT to be the distance from the stagnation point to the 
point where the temperature reaches 99 percent of the free-stl'B!tm 
value. Thus 

or 

[ VB OT - 1--] 001 = erfc -.-. V Pe . 2 R 

R 
2.04 V~ 
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A P P E N D I X B 

Substitution of (17) into (18) gives 

f v%(r.>-"2/4(f-fi) 

0 

X iF, K"+^H0]-» 
W J0 

J o L2r, 

equation (30) becomes 

-. 1 Wi „-uiV4(r - f>) 
L2(r - r.)J 

X VWidilidZi (30) 
Noting that 

/ ; 

r 
e-°'"' )?,' '- l/iA(&'7i)^i = 

\v + \ \/b/2a 

2a-T (0 

<pi(f, i?) 

)2,n 

i r r '?/(f ')f 'Vr-rie-"2 / 4 ( r- f i ) 

J" 
3 r.»;2 

' 2' 4f(f - f,). 

rr 

.Fl 
2' 4f(j- - ro. df. 

r r - r i 
(32) 

The change of variables r = 1 — f i/f leads directly to equation 
(19). 
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Free-Stream Turbulence Effects on Local 
Heat Transfer from a Sphere 
Experiments involving both heat-transfer and turbulence-field measurements were per
formed to determine the influence of free-stream turbulence on the local heat transfer 
from a sphere situated in a forced-convection airflow. The research was facilitated by a 
miniature heat-flux sensor which could be positioned at any circumferential location on 
the equator of the sphere. Turbulence grids were employed to generate free-stream tur
bulence with intensities of up to 9.4 percent. The Reynolds-number range of the ex
periments was from 20,000 to 62,000. The results indicate that the local heat flux in 
the forward region of the sphere is uninfluenced by free-stream turbulence levels of up to 
about 5 percent. For higher turbulence levels, the heat-flux increases with the turbulence 
intensity, the greatest heat-flux augmentation found here being about 15 percent. Fur
thermore, at the higher turbulence intensities, there appears to be a departure from the 
half-power Reynolds-number dependence of the stagnation-point Nusselt number. 
Turbulent separation occurred at Reynolds numbers of 42,000 and 62,000 for a turbu
lence level of 9.4 percent, these values being well below the transition Reynolds number 
of 2 X 10h for a sphere situated in a low-turbulence flow. 

Introduction 

L HE EFFECT of free-stream turbulence on heat trans
fer in various external-flow situations has evoked considerable 
interest in recent years. The present research is concerned with 
free-stream turbulence effects on local heat transfer from a sphere 
situated in a forced-convection flow. Local heat-transfer mea
surements on spheres have been made in a number of investiga
tions, and most of this information is summarized in references 
[1, 2] .1 In the main, the investigators did not relate their results 
to the turbulence level in the free stream. 

The results of investigations in which trends can be identified 
in the dependence of stagnation-point heat transfer on free-
stream turbulence intensity are summarized in Fig. 1. On the 
ordinate, both Nu and Re are based on the sphere diameter, 
while Re contains the velocitj' of the upstream flow. The turbu
lence intensity is the ratio of the root-mean-square fluctuating 
velocity to the mean streamwise velocity. The trend suggested 
by Fig. 1 is that the heat transfer decreases with turbulence in
tensity in the range of lower intensities and then increases at 
higher intensity levels. 

I t is interesting to briefly consider some aspects of the investi
gations cited in the figure (a fuller discussion is available in refer-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

ASME-AIChE Heat Transfer Conference, Tulsa, Okla., August 
15-18, 1971. Manuscript received by the Heat Transfer Division 
September 15, 1970. Paper No. 71-HT-8. 

ence [2]). Short et al. [3, 4] and Venezian et al. [5] did not actu
ally measure turbulence intensity, but used values measured by 
Davis [6, 7] for a similar, but not identical, wind tunnel. Their 
heat-flux measurements were accomplished by probing the thin 
stagnation-region boundary layer of a heated sphere with a small 
thermocouple, which could have disturbed the air flow. Both 
of the aforementioned factors might well have affected the re
ported heat-flux dependence on turbulence. Wadsworth [8] 
measured the local heat flux with a relatively large, isolated 
heated element located on the surface of a heated sphere. In
advertent heat transfer between the element and the sphere could 
have altered the results. In addition, Wadsworth mentioned 
difficulties in the measurement of the turbulence intensity. 

The present study, based on [2], was motivated by the rather 
surprising trends exhibited in Fig. 1 and by the evident need for 
definitive and interrelated heat-transfer and turbulence measure
ments. The objectives were to measure the local heat flux from 
a sphere with a minimum disturbance of the temperature fields 
in the boundary layer and within the sphere, and to correlate the 
results with carefully measured turbulence parameters. To 
facilitate the fulfillment of these objectives, a miniature heat 
meter was designed and fabricated as a modification of an in
strument first suggested by Gardon [10, 11]. This sensor, which 
subtended 4 deg of arc on the surface of the sphere, was capable 
of being positioned at any angular location on the sphere's equa
torial circumference. The turbulence intensity and scale mea
surements were made with single and paired constant-tempera
ture hot wires. 
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Fig. 1 Summary of available information on the effect of turbulence 
level on stagnation-point heat transfer 

Experimental Apparatus and Instrumentation 
Turbulence. The experiments were performed in a low-speed, 

low-turbulence wind tunnel with a test section 61 cm wide by 
30.5 cm high by 244 cm long. The intrinsic turbulence level of 
the wind tunnel when operated in the open-circuit mode was 
about 0.2 to 0.3 percent. The turbulence in the test section 
could be altered by inserting interchangeable grids into a slot at 
its upstream end. A woven-wire grid having a 0.635-cm square 
mesh made from 1.27-mm-dia wire and a punched-plate grid 
having a 2.54-cm square mesh with 6.35-mm bar width were used 
to generate the turbulence. In addition, for data runs at the 
basic turbulence level of the wind tunnel, an open frame could 
be inserted to fill the slot and make it flush with the inlet walls. 
The velocity range of the experiments was from 5 to 22 m/sec. 

A Thermo-Systems constant-temperature, dual-channel hot
wire anemometer system was used for all turbulence measure
ments. As is customary in studies of free-stream turbulence ef
fects, the turbulence measurements were performed without the 
spherical test body in place. The hot-wire sensors were of tung
sten, with a diameter and active length of 0.0038 mm and 1.25 
mm respectively. The details of the instrumentation, experi
mental technique, and data analysis for the turbulence measure
ments are available in reference [2]. 

Fig. 2 shows the turbulence intensities as a function of down-
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Fig. 2 Turbulence intensify as a function of distance downstream of the 
grid 

stream distance for each grid and for the open frame. The 
coordinate £ is measured from the plane of the downstream face 
of the turbulence grids, while d is the diameter of the wire mesh 
or width of the bars.2 The data correspond to £ locations along 
the centerline of the wind tunnel. The solid lines are mean 
representations of the turbulence-intensity data corrected for 
scale of turbulence effects on the finite length of the hot wire, as 
suggested by Dryden et al. [12], 

The figure shows that the maximum turbulence level attain
able with the 2.54-cm mesh grid was 9.4 percent, while the maxi
mum for the 0.635-cm grid was about 2.25 percent. The data 
for the two grids are nearly continuous when plotted as in Fig. 2. 
Graphical presentations of measurements of the transverse and 
longitudinal integral scales of turbulence (Lg and Lf respectively) 
are made in reference [2], but this information is omitted here 
because of space limitations. 

The Sphere and Its Supports. The test body itself was a solid 
copper sphere 5.08 cm in diameter. The blockage of the wind-
tunnel cross section by the sphere was 1.1 percent. Heating was 
accomplished by an electric resistance wire heater placed in the 
center of the sphere, see Fig. 3. The heater was made small 
to facilitate a uniform wall-temperature boundary condition. 
Under operating Conditions with wall-to-fluid temperature differ-

2 For the open frame, d was evaluated as the bar width of the 
punched-plate grid. 

-Nomenclature-

D = diameter of sphere 

d = characteristic dimension of turbu
lence grid 

Ea = output voltage of heat-flux sensor 

h = local heat-transfer coefficient, 
q/AT 

k = thermal conductivity 
M = mesh of turbulence grid 

Nu = local Nusselt number, hD/k 

Pr = Prandtl number 

local heat transfer per unit time A2' = wall-to-fluid temperature differ-
and area 

Re = Reynolds number, VD/v 
T = temperature 

Tu = turbulence intensity in stream-
wise direction 

U = streamwise velocity in upstream 
flow 

u = local free-stream velocity 
x = circumferential coordinate on 

sphere 

ence 
v — kinematic viscosity 
£ = distance downstream of turbulence 

grid 
<l> = circumferential angular coordi

nate on sphere 

Subscript 

0 = at the stagnation point in a low-
turbulence free-stream flow 
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Fig. 3 Schematic of the test body and instrumentation 

ences of 6 to 8 deg C, the four thermocouples on the sphere sur
face agreed within 0.03 deg C. The thermocouples were of cali
brated copper-constantan wire, 0.13 mm in diameter. 

It was deemed desirable to support the sphere from above and 
below (that is, side supports) so that a heat-flux sensor located 
on the sphere's equator could be rotated through 360 deg. To 
facilitate a rational selection of the diameter of the side-support 
tubes, an auxiliary flow-visualization study using the lampblack-
kerosene technique and a plastic sphere was undertaken. Four 
pairs of cylindrical side supports with diameters from 2.6 to 10 
percent of the sphere diameter were investigated. Photographs 
of the flow patterns for all of these cases are available in reference 
[2], but only those corresponding to the supports used in the 
final design are shown here in Fig. 4. The design supports were 
made from 2.41-mm stainless steel tubing (4.8 percent of sphere 
diameter). 

The upper photograph of Fig. 4 is a view looking at the forward 
stagnation point of the sphere from an upstream vantage point; 
axisymmetric flow paths are clearly visible. The middle photo 
is a side view showing the separation line, while the lower photo 
is a top view. Careful study of the photographs showed that 
there was no deflection of the flow-path lines due to the supports 
for angular positions of less than 75 deg from the forward stagna
tion point. Since the forward stagnation region was of primary 
interest, these side supports were deemed acceptable. 

Lead wires from the electrical resistance heater were passed 
through the lower support tube and were connected to a voltage 
divider and a 12-v automotive battery via slip rings (to permit 
rotation of the sphere). Wires from the sphere heat-flux sensor 
and thermocouples were led out through the upper support tube. 
To facilitate highly accurate measurements of heat flux and tem
perature, additional lengths of wire were employed so that the 
rotation of the sphere could be accommodated without the use 
of slip rings. 

Heat-Flux Sensor. The heat-flux sensor was an original adapta
tion of a design used by Gardon [10, 11]. The sensor is shown 
schematically in Fig. 3, and its fabrication will now be outlined. 
A 1.65-mm hole was drilled 2.5 mm deep on the equator of the 
copper sphere. The hole was counterbored to a diameter of 1.78 
mm and a depth of 0.2 mm. A disk of hard rubber was machined 
to fit onto the counterbored ledge. As seen in the figure, the end 
of a 0.13-mm-dia copper wire was epoxyed into a hole drilled 
through the center of the disk, and the disk was then epoxyed in 
place in the counterbored hole. The upper surface of the rubber 
disk was sanded and polished to be flush with the surface of the 
sphere. 

The copper wire with its nylon insulation was led through a 
small aperture in the bottom of the sensor cavity and then to the 
sphere's surface, see Fig. 3. From there, the wire was laid in a 

narrow channel, machined into the surface of the sphere, which 
conducted it to the upper support tube. 

Near the sensor, a second copper wire was peened into a slot to 
establish good thermal and electrical contact with the sphere. 
This second wire with its insulation was laid in the same narrow 
channel as the first wire. 

The channel was filled with copper oxide cement and the sphere 
polished to a mirror-like surface. The assembled sphere was 
placed in a vacuum chamber and sputtered with a layer of con-
stantan, approximately 2 /z in thickness. 

A completed sensor was effectively a differential thermocouple, 
with one copper-constantan junction at the center of the sensor 
and the second junction at the outer rim of the insulated disk. 
When the sphere was heated, the center of the heat-flux sensor 
was cooler than the outside edge. This temperature difference, 
which gave rise to a thermoelectric voltage, was a measure of the 
heat flux from the sensor surface. 

The just-described sensor design minimized several of the ob
jections aimed at other Gardon-type sensors. The sensor surface 
appeared flush with the sphere surface when viewed under 20 X 
magnification. This flushness, combined with the small sensor 
size, assured a minimum disruption of the boundary layer. The 
small size also meant that the surface temperature of the sensor 
was nearly equal to that of the sphere. The maximum tempera
ture depression at the center of the sensor was 0.2 deg C, which 
corresponded to 3 percent of the sphere-to-air temperature dif
ference (6 to 8 deg C). 

Two heat-flux sensors were built into the spherical test body. 
However, one of the sensors became inoperative soon after the 
initiation of the data runs, so that all of the data presented herein 
are from a single sensor. 

The voltages generated by the heat-flux sensor and by the 
thermocouples embedded in the sphere and situated in the air 
stream were measured by a Leeds and Northrup K-5 potentiome
ter in conjunction with a 9834 null indicator. The K-5 instrument 
had a rated accuracy of 0.1 LIV and could resolve 0.02 LIV. 

Analysis of Data 
To translate the output of the heat-flux sensor into a heat-

transfer rate, a calibration relationship is needed. For the cali
bration, stagnation-point measurements corresponding to the 
intrinsic turbulence level of the wind tunnel (0.2-0.3 percent) 
were used in conjunction with the analytical relationship appro
priate to negligible-turbulence effects. I t should be noted that 
because of the ratio form of the final presentation of results, the 
numerical constant appearing in the analytical relationship does 
not play a decisive role. 
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Fig.4 Flow visualization by lampblack-kerosene technique 

At a rotationally symmetric st,agnat,ion point, analysis gives 
[13J: 

(1) 

where Rex = ux/v and Nux = hx/ k. The coordinate x measures 
circumferential distances around the sphere from the forward 
stagnation point, and u = u(x) is the local free-stream velocity. 
The foregoing can be rephrased into the form, with PI' 0.7, 

Nu = 0.662 Re'j,(uD/ xU)' j, (2) 

in which 
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Nu = ItD/k, lle = UD/v 

The circumferential distribution of the local free-stream veloe
ity was deduced via Bernoulli's equation from pressure nwaslll'e
ments on a 5.71-em-dia sphere fitted with a 0.5-mm pressure tap 
on its equator. These data are summarized in Fig. 5, where nil! 
is plotted as a function of the angle rP whieh meaSUI'es angular 
positions with respect to the forward stagnation point. A least
squares fit for the data corresponding to the tunnel tllrhulencl~ 
level has the equation 

1tD ( X)2 
- = 2.66 - 0.515 - , 
xU D 

o ~ cf> ~ 40 deg (4) 

In the stagnation region, only the first term is relevant and, with 
this, equation (2) becomes 

Nll = 1.08 He';' 

or 

g = 1.08k.6.7'(U / vD)' j, (0) 

The right-hand side of equation (6) was evaluated usinJ!; experi
mental data, thus providing values of q which were plotted in Fig. 
6 against the output voltage Eq of the heat-flux sensor. A ~o()(1 
least-squares fit of the data was obtained in the form 

g = AEq + BEq2 (7) 

where the second-order term was small. Equation (7) was eIII
ployed to calculate the local heat flux from the measured out.put 
voltage of the sensor. 

Since the free-stream velocity and the temperature~ varied 
slightly between even nominally identical data rUIlS, II direcL 
comparison of heat-flux values was not appropriate. H W!!s 

deemed more reasonable to work with the group Nu/Re ';'. 
Furthermore, to obtain a direct measure of the effects of LlIrbll
lence on the local heat flux, the ratio 

Nu/Re'j, 

(Nu/Re'h)o 
(S) 

was evaluated, wllere the subscript 0 denotes the value of 
Nu/He'/2 at the stagnation point for the low intrinsic turbulence 
level of the wind tunnel. In effect, the use of the ratio (8) elimi
nates the proportionality constant appearing in equatioll U"». 

Results and Discussion 
In the presentation of results, consideration is first givl'll t.o the 

effects of free-stream turbulence on the local heat flux at. slweifi(! 
circumferential locations on the surface of the sphere. Subse
quently, results will be presented for the circumferential distrihu
tion of the local Nusselt number. 

Effects of Free-Stream Turbulence. Values of the ratio (Nu/H.,,'h)/ 
(Nu/He'h)o, determined as described in the previous sedioll, nre 
plotted as a function of the free-stream turbulence level ill FiJI,. 7. 
The upper tier of data points corresponds to the forward ,;taJ!;\ln
tion point (cf> = 0 deg), while the lower tier of points correspo\lds 
to an angular position 40 deg from the stagnation poin t. As indi
cated in the figure, the data at the smaller turbulence jlllellsil_ i(~,; 

are for the M = O.63,'i-em grid, while the higher turbulelwe (Ial-a 
are for the Ai = 2.:34-cm grid. The turbulence intensil.ic8 \I~ed 
in plotting the data were taken from Fig. 2, with ~ beilll!; evalu
ated as the distance between the downstream face of the Lllrhll
Ie nee grid and the forward stagnation point of the sphere. 

Turning first to the stagnation-point results, it is seen that there 
is no apparent effect of free-stream turbulence for ill Lcnsi tics 
below 5 percent. The data for the M = 0.635- and 2.54-em grids 
overlap and are mutually consistent. There is no evident, ordcr
ing of the data with free-stream velocity in this range of Lurbll
lence intensities (::::;5 percent). 
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The just-mentioned ill sensitivity of the stagna,tion-point hea\' 
transfer to intermediate free-stream turbulence intensities is in 
sharp contrast to experimental findings for the stagnation line 
of a cylinder in crossfiow [14]. There, a twofold increase in the 
heat-transfer coefficient was induced by turbulence intensities of 
approximately 21,/2 percent. 

At turbulence levels greater than 5 percent, the stagnation
point heat-transfer results of Fig. 7 are seen to increase with the 
turbulence intensity. For an intensity level of 9.4 percent, whi('h 
is the highest of these experiments, the (Nu/Re'j,)/(Nu/Re1/,)o 
ratio was (on the average) 1.06, 1.12, and 1.14 respectively for 
the low, middle, and high velocity ranges. 3 This dependenl'e 
on velocity suggests that the Reynolds-number dependence Nt! 
~ Re'h, which is given by laminar theory for the condition of 
negligible free-stream turbulence effects, is not universal. That 
is, the exponent of the Reynolds number in the Nu, Re rebtion 
may well depend on the turbulence level. 

The heat-transfer results of Fig. 7 for the angular position ¢ = 

40 deg show the same general trend as those for the stagnation 
point. The heat-transfer characteristics appear to be insensitive 
to the turbulence level for intensities up to 6 percent, wherenft,PI' 
there is an increase in the plotted heat-transfer parameter. In 
the lower range of intensities, up to 5' h percent, there appears 
to be some ordering of the data with velocity, but no ordering i.~ 
in evidence at the highest turbulence level (9.4 percent). 

It is of interest to compare the present results relating to the 
effects of turbulence level with those of prior investigations, nnd 
to this end, Fig. 8 has been prepared. The figure, which pertains 
to the stagnation point, shows lines depicting the findings of 
Short et al. [3, 4] and of Venezian et al. [5J as well as those of 
the present work. For turbulence levels greater than 5 percent., 
the present results and those of Venezian show the same trend. 
That is, Nu/Re'j, increases with turbulence intensity, with fl. 

more rapid increase for higher Reynolds numbers. Also, for in
tensities greater than 8 percent, Short's Nu/Re'/ 2 results also in
crease with turbulence intensity. 

On the other hand, in the range of lower turbulence intensities, 
the present results do not display the drop-off that is seen in the 
curves of Short and of Veneziano The fact that the Reynolds 
numbers of the present experiments are higher than those of the 

3 The significance of the diamond symbol will be discussed later. 
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others does not appear to be relevant in explaining the different 
behavior, since the drop-off in Venezian's curves is accentuated 
with Reynolds number. The present authors are unable to 
rationalize the drop-off. 

I t is also relevant to make mention of the turbulence measure
ments of Kuethe et al. [17] near the nose of a hemispherical body 
in a subsonic flow. The hot-wire anemometer used to make the 
measurements was positioned about 5 boundary-layer thicknesses 
from the surface. I t was found that the rms turbulent fluctua
tions at the probe location were as much as 2 or 3 times those in 
the free stream. Furthermore, for a 2-in-dia hemisphere, the 
turbulence energy was sharply peaked about a frequency of 1 
cps. No corresponding measurements were made during the 
course of the present investigation, so that it is not known whether 
such selective amplification occurred. In view of the heat-trans
fer results discussed in connection with Fig. 7, it may be con
cluded that if there was selective amplification, it was not in a 
frequency range which significantly affected the heat transfer. 

I n connection with their measurements, Kuethe et al. postu
lated the presence of a mechanism causing amplification of vor-
ticity fluctuations in the flow near the stagnation point. Vor-
ticity amplification has also been postulated by Sutera, Kestin, 

(Nu/Re' s) 

a 
A D 

o 
ft o .8 

a 8 

A O 
A A A 

O 

O 

UlWs) 

<v 6 

-y u 

i. 20 

120 160 

Fig. 9 Typical circumferential distributions of Nusselt number for tur
bulence levels below 5 percent 

and their co-workers to be responsible for the large observed 
effect of turbulence level on the stagnation-line heat transfer for 
the cylinder in crossflow, e.g., [18]. The present heat-transfer 
results do not rule out the occurrence of vorticity amplification, 
but suggest that such amplification is not a significant factor in 
the mechanism of heat transfer for a sphere. 

Circumferential Distributions of Nusselt Number. Rotation of the 
sphere about its vertical axis permitted the heat-flux sensor to be 
positioned at any angular location on the sphere's equator. By 
this means, the circumferential distribution of the (Nu /Re 1 ^ ) / 
(Nu/Re'/2)0 ratio could be determined. 

Circumferential distributions that are typical of turbulence-
intensity levels below 5 percent are shown in Fig. 9. As before, <j> 
is the angular position measured relative to the forward stagna
tion point. Different data symbols are employed to distinguish 
the three velocity ranges. 

The figure shows that Nu/Re 1 / 2 decreases monotonically with 
angular position and reaches a minimum in the neighborhood of 
<j) = 90 deg, whereafter it increases in the separated region. In 
the forward portion of the sphere, downstream of the stagnation 
point, there appears to be a tendency for Nil/Re1/* to be higher 
at the lower velocities. At the forward stagnation point itself, 
there is no apparent ordering of the results with velocity. 

Fig. 10 shows circumferential distributions of (Nu/Re1 / '2)/ 
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Fig. 10 Circumferential distributions of Nusselt number at a turbulence 
level of 9.4 percent 

(Nu/Re 1/!)„ corresponding to the highest turbulence level of 
these tests, 9.4 percent. In the neighborhood of the forward 
stagnation point, N u / R e l / ! increases with increasing velocity, 
whereas just downstream of this region, there is no apparent trend 
with velocity. I t is also interesting to observe that the position 
of the minimum value of Nu/Re1 /* (i.e., the separation point) is 
shifted rearward for the middle and high velocity runs, thus indi
cating turbulent separation. 

To explore whether the change in position of separation af
fected the heat transfer at the forward stagnation point, an auxil
iary experiment was performed in which a trip ring was affixed 
axisymmetrically to the sphere at cj> = 75 deg. The data point 
taken with this ring in place and for the middle velocity range is 
depicted by the diamond symbol in Fig. 10 (as well as in Fig. 7). 
It agrees very well with data from corresponding runs made 
without the trip ring. Furthermore, with the trip ring in place, 
no effect on the value of (Nu/ReI//z)o was observed. In this same 
connection, it may be noted from Fig. 5 that the shift of the 
separation point did not affect the distribution of the local free-
stream velocity in the range 0 < (f> < 40 deg. In the light of the 
foregoing discussion, it may be concluded that any measured 
increases in Nu/Re 1 / 2 on the forward portion of the sphere were 
not the result of a shift of the separation point. 

The circumferential Nusselt-number distributions of the 
present investigation will now be compared with those of other 
investigators. The comparison is made in Figs. 11 and 12 respec
tively for the ranges of low free-stream turbulence and of higher 
free-stream turbulence. 

In preparing Fig. 11, each of the available Nu/Re1 /2 distribu
tions was normalized by its own stagnation-point value. In this 
way, when plotted on a gra ph of (Nu/Re 1 ^) / (Nu/Re 1 ^) 0 versus 
<̂>, all curves are in mutual agreement at <f> = 0 deg.4 

It is seen from Fig. 11 that the present results (solid lines) drop 
off more rapidly with angle than do those of Venezian et al. [5] 
and of Aufdermaur and Joss [9]. To examine this matter in 
more detail, the series solution of Frossling [15] for laminar heat 
transfer from an isothermal sphere was employed. The governing 
differential equations for the functions appearing in the series 
were solved for Pr = 0.7 using the Runge-Kutta technique. In 
Frossling's notation, the starting values for these solutions were 
found to be (F6')o = -0 .4705, (GV)o = -0 .1897, and (tf2')o = 
-0.0653, accurate within ± 0.0001. With these and with the 

4 It is interesting to note that such a normalization may well ex
aggerate the differences among the curves at other values of 4>. 
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measured local free-stream velocity distribution expressed by 
equation (4), the analytical prediction for the local Nusselt-
number distribution in the neighborhood of the forward stagna
tion point is 

(Nu/Re'/ !)/(Nu/Re'/2)<, = 1 - 0.249(.r/2))z (9) 

Equation (9) is represented in Fig. 11 by the open circles. These 
predicted values do not show the rapid decrease in Nu/Re 1 / 2 

seen in the present experimental results. 
Still referring to Fig. 11, a second significant difference between 

the present results and those of references [5, 9] is seen to be in the 
nature of the separation. Whereas the separation for the present 
experiments is subcritical (laminar), that for references [5, 9] 
appears to be supercritical (turbulent). According to Schlichting 
[16], the critical Reynolds number for a sphere in a low-turbu
lence flow is 2 X 106. Therefore, all of the curves appearing in 
Fig. 11 should have subcritical separations. 

Fig. 12 compares available circumferential Nusselt-number dis
tributions for the range of higher free-stream turbulence. As 
before, the (Nu/Re 1//z)o values are specific to each of the investiga
tions depicted. In the forward region of the sphere, the present 
results drop off more rapidly than do those of Venezian et al. 
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[5] and of Aufdermaur and Joss' [9] medium-turbulence run 
(curve 1), but at about the same rate as Aufdermaur and Joss' 
high-turbulence run (curve 2). 

Concluding Remarks 
The results of the present investigation indicate that the local 

heat flux in the forward region of a sphere is insensitive to moder
ate levels of free-stream turbulence. For turbulence levels up 
to about 5 percent, the heat flux is essentially the same as that 
prevailing in flows having very low free-stream turbulence. 
This finding does not confirm the results of prior investigations 
which show a decrease in heat flux at moderate turbulence 
levels.6 

For higher turbulence levels, the heat flux was found to in
crease with increasing turbulence intensity. The largest increase 
in heat flux encountered here, at a turbulence intensity of 9.4 
percent, was about 15 percent. I t also appears that at higher 
turbulence intensities, the dependence of the stagnation-point 
Nusselt number on the Reynolds number departs from the rela
tion Nu ~ Re1/2, which corresponds to a laminar boundary layer 
in a low-turbulence free stream. 

At all turbulence levels below 9.4 percent, subcritical (laminar) 
separation occurred, suggesting that the available disturbances 
were not sufficient to promote boundary-layer transition. Super
critical (turbulent) separation appeared to occur at a turbulence 
intensity of 9.4 percent for Reynolds numbers of 42,000 and 
62,000. These Reynolds numbers are well below the value 2 X 
105 for transition in a low-turbulence flow. 
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D I S C U S S I O N 

T. R. Galloway6 

The augmentation by free-stream turbulence of heat and mass 
transfer at the forward stagnation point of a bluff body has been 
conjectural, mainly arising from experimental problems for over 
20 years. The authors of this paper are to be commended de
spite their own experimental difficulties on their demonstration 
that with a better definition of the free-stream turbulence level 
the forward stagnation point augmentation is a real phenomenon. 

I t is unfortunate that the early work of Short et al. and 
Venezian et al. was vised in Fig. 1 to reintroduce the reader to 
the then puzzling result tha t their heat transfer decreased with 
increasing turbulence intensity in the lower range. Both Short 
and Venezian had great difficulties, especially the former, in 
obtaining a uniform temperature distribution within the sphere 
body. Many of the runs involved uncertainties to such an ex
tent that the local measurements did not integrate out to the ob
served overall heat flux. Also, utilizing the tedious technique of 
thermocouple traverses, derivatives had to be taken numerically 
and large corrections for uncertainties in the junction heat loss 
and position had to be applied. All of these raw experimental 
data were critically analyzed and the temperature fields surround
ing the spheres were refitted with contours that correctly satisfied 
the observed integral heat flux. Runs were rejected where ther
mocouple corrections were large. New results based on these 
reworked early data were published [20] earlier and have been re-
plotted in Fig. 13 here. Short had his ^-in. sphere supported at 
the equator, whereas Venezian had his 1-in. sphere supported at 
the rear. I t is true that the turbulence levels used by Short et al. 
and Venezian et al. were based on the work of Davis for a slightly 
larger geometry. Couch [21] critically evaluated the work of 
Davis in light of more recent measurements and theories and 
found substantial agreement at the lower turbulence levels up to 
8 percent but larger errors for the higher levels. 

Galloway [22] redesigned their spheres in order to eliminate 
the large temperature differences within the sphere body, to pro
vide a small surface heat flux meter and to utilize a temperature-
compensated rear stem support. Their measurements were re
peated with new turbulence grids and new turbulence correla
tions and are also shown in Fig. 13 here. In all cases substantial 
agreement with the present authors is noted. A few small dif
ferences can be noted. The threshold effect was not observed at 
5 percent, somewhat larger enhancements were obtained with 
free-stream turbulence, and secondary effects of Reynolds num
ber on stagnation transport were slightly larger. 

I t is not clear that the equatorial supports used by the author 
did not have some influence on the forward stagnation point re- : 
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[5] and of Aufdermaur and Joss' [9] medium-turbulence run 
(curve 1), but at about the same rate as Aufdermaur and Joss' 
high-turbulence run (curve 2). 

Concluding Remarks 
The results of the present investigation indicate that the local 

heat flux in the forward region of a sphere is insensitive to moder
ate levels of free-stream turbulence. For turbulence levels up 
to about 5 percent, the heat flux is essentially the same as that 
prevailing in flows having very low free-stream turbulence. 
This finding does not confirm the results of prior investigations 
which show a decrease in heat flux at moderate turbulence 
levels.6 

For higher turbulence levels, the heat flux was found to in
crease with increasing turbulence intensity. The largest increase 
in heat flux encountered here, at a turbulence intensity of 9.4 
percent, was about 15 percent. I t also appears that at higher 
turbulence intensities, the dependence of the stagnation-point 
Nusselt number on the Reynolds number departs from the rela
tion Nu ~ Re1/2, which corresponds to a laminar boundary layer 
in a low-turbulence free stream. 

At all turbulence levels below 9.4 percent, subcritical (laminar) 
separation occurred, suggesting that the available disturbances 
were not sufficient to promote boundary-layer transition. Super
critical (turbulent) separation appeared to occur at a turbulence 
intensity of 9.4 percent for Reynolds numbers of 42,000 and 
62,000. These Reynolds numbers are well below the value 2 X 
105 for transition in a low-turbulence flow. 
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The augmentation by free-stream turbulence of heat and mass 
transfer at the forward stagnation point of a bluff body has been 
conjectural, mainly arising from experimental problems for over 
20 years. The authors of this paper are to be commended de
spite their own experimental difficulties on their demonstration 
that with a better definition of the free-stream turbulence level 
the forward stagnation point augmentation is a real phenomenon. 

I t is unfortunate that the early work of Short et al. and 
Venezian et al. was vised in Fig. 1 to reintroduce the reader to 
the then puzzling result tha t their heat transfer decreased with 
increasing turbulence intensity in the lower range. Both Short 
and Venezian had great difficulties, especially the former, in 
obtaining a uniform temperature distribution within the sphere 
body. Many of the runs involved uncertainties to such an ex
tent that the local measurements did not integrate out to the ob
served overall heat flux. Also, utilizing the tedious technique of 
thermocouple traverses, derivatives had to be taken numerically 
and large corrections for uncertainties in the junction heat loss 
and position had to be applied. All of these raw experimental 
data were critically analyzed and the temperature fields surround
ing the spheres were refitted with contours that correctly satisfied 
the observed integral heat flux. Runs were rejected where ther
mocouple corrections were large. New results based on these 
reworked early data were published [20] earlier and have been re-
plotted in Fig. 13 here. Short had his ^-in. sphere supported at 
the equator, whereas Venezian had his 1-in. sphere supported at 
the rear. I t is true that the turbulence levels used by Short et al. 
and Venezian et al. were based on the work of Davis for a slightly 
larger geometry. Couch [21] critically evaluated the work of 
Davis in light of more recent measurements and theories and 
found substantial agreement at the lower turbulence levels up to 
8 percent but larger errors for the higher levels. 

Galloway [22] redesigned their spheres in order to eliminate 
the large temperature differences within the sphere body, to pro
vide a small surface heat flux meter and to utilize a temperature-
compensated rear stem support. Their measurements were re
peated with new turbulence grids and new turbulence correla
tions and are also shown in Fig. 13 here. In all cases substantial 
agreement with the present authors is noted. A few small dif
ferences can be noted. The threshold effect was not observed at 
5 percent, somewhat larger enhancements were obtained with 
free-stream turbulence, and secondary effects of Reynolds num
ber on stagnation transport were slightly larger. 

I t is not clear that the equatorial supports used by the author 
did not have some influence on the forward stagnation point re- : 
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suits. Raithby and Eckert [23] and Galloway [22] have ob
served such interference (e.g., about a 15 percent increase). Pos
sibly the tripping ring did not alter the outer flow profile because 
it was already tripped by the equatorial supports. Also in re
gard to the authors' conclusion that the exponent of the Reynolds 
number may well depend on the turbulence level, it is also possi
ble that their equation (0) could contain an additive term con
taining a turbulent Reynolds number to a power above one-half 
or the product of the turbulence intensity times the ordinary 
Reynolds number (Tu • Re) to a power above one-half. 

Figs. 11 and 12 are upsetting. The curves indicate strong 
cusps at stagnation; these should not exist at a point of sym
metry. Around 40 deg the curves are significantly below other 
experimental or well-established theoretical local heat transfer 
distributions. It is apparent that in normalization high values 
at stagnation have artificially depressed this region. I t appears 
that there is a sharp increase in heat flux within a 4.1 deg region 
on either side of stagnation arising from the cooled center section 
of the Gardon heat-flux sensor. This effect can be quite sig
nificant at stagnation despite the fact that when the sensor is 
slightly past stagnation the sensor temperature is only depressed 
3 percent of the overall AT. To understand this surprising re
sult let's examine how this sensor functions: When the sphere 
is heated and the sensor is positioned away from the stagnation 
point, heat is conducted away into the already developed and 
growing thermal boundary layer. The larger the resistance in 
the thermal layer the lower is the heat conducted and therefore 
the lower is the differential thermocouple voltage output. (There 
is, incidentally, some residual heat conducted along the central 
copper wire on the sensor.) However, when the sensor is posi
tioned within its diameter on either side of stagnation (4.1 deg 
on each side) there is no significant thermal boundary layer de
veloped across the sensor and therefore little thermal resistance 
to reduce the heat conduction. This results in a large tempera
ture difference and large voltage output, which is in turn inter
preted as a large heat transfer coefficient. This phenomenon is 
analogous to the unheated starting length effect encountered on a 
flat plate. Indeed, it is an intriguing problem in itself and is 
worthy of further analysis. However, for this paper it sig
nificantly complicates the results, especially when one recognizes 
that the forward stagnation point position is not completely 
steady and migrates around depending on the wake process, the 
Reynolds number, and free-stream turbulence level. And it is the 
forward stagnation heat flux which was used to normalize the 
higher turbulence measurements. 
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Frederick A. Costello7 

Fig. 14 shows a comparison between the authors' data and the 
data and correlation of Gostkowski and Costello [19]. The num
bers on the curves correspond to the cases shown in Fig. 8. Both 
sets of data show an increase in heat transfer with increasing 
turbulence, but the authors' data shows a Reynolds-number 
dependence not found in the previous work.. Shice the authors 
have used the ratio of Nu/Re0-6 to the same quantity with a clear 
tunnel (0.2 to 0.3 percent turbulence), the discrepancy might be 
due to a variation in the reference value; this hypothesis can be 
tested only if some absolute measurements of the reference value 
are made. Lacking these, it would be helpful but not conclusive 
to know the turbulence intensity of the clear tunnel as a function 
of Reynolds number. 

Absolute measurements in a clear tunnel would be useful also 
in checking Sibulkin's as yet unconfirmed theory [13]. The 
absolute measurement will be difficult because it will be necessary 
to show that a small increase in turbulence, from 0 to 0.2 percent, 
does not cause a significant deviation from the theory. Measure
ment of the velocity gradient a t the stagnation point will also be 
important. The authors measured a dimensionless gradient of 
2.66 as compared to the theoretical value of 3.00. 

Authors' Closure 
The discussions submitted by Dr. Galloway and Professor 

Costello are welcomed as interesting supplements to the paper. 
I t was good of Dr. Galloway to provide perspective on the work 

that has been performed over the years by Professor Sage's group 
at Caltech. As a result, it is now clear that the earlier work pub
lished by that group should be discounted. 

In spite of all our efforts, we were neither able to follow nor to 

Additional References 
20 Galloway, T. R., and Sage, B. H., "Thermal and Material 

7 Mechanical and Aerospace Engineering Department, University 
of Delaware, Newark, Del. Mem. ASME. 
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see the point of Dr. Galloway's discussion of the heat-flux sensor. 
Notwithstanding what he might have had in mind, there appears 
to be a basic misconception in his discussion. Dr. Galloway states 
that the boundary-layer thickness at the stagnation point is es
sentially zero compared with that at positions away from the 
stagnation point. I t is, on the contrary, well established that the 
boundary-layer thickness is very little different at the stagnation 
point and at downstream points, say, up to angles of 40 deg. An
other minor point in Dr. Galloway's discussion that warrants 
correction is the implication that the heat-flux sensor subtended 
8.2 deg of arc. The sensor actually subtended 4 deg of arc, as 
stated in the paper. The matter of the side supports has already 
been discussed in the paper, where representative results of flow-

visualization studies are given. 
In view of Dr. Galloway's concern, it may be well to comment 

on the possible influence of the temperature depression at the 
center of the sensor. As noted in the paper, the maximum de
pression was about 3 percent of the sphere-to-air temperature 
difference. We have estimated that the streamwise temperature 
gradients induced by the maximum temperature depression were 
about 1 percent of the transverse temperature gradients. Such 
induced streamwise gradients should have a negligible influence 
on the results. 

In response to Professor Costello, some information on the 
variation of the turbulence intensity of the clear tunnel as a func
tion of Reynolds number is given in Fig. 2 of the paper. 
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Calibration of Constant-Temperature Hot-Wire 
Anemometers at Low Velocities in Water 
with Variable Fluid Temperature 
Calibration of hot-wire probes operated in a constant-temperature mode in water at low 
velocities is discussed. Operation under circumstances where natural convection effects 
are important is considered. A method of calibrating a constant-temperature hot-wire 
probe for variations in fluid temperature is presented. The method consists of varying 
wire overheat during calibration at a constant fluid temperature. A relation is derived 
analytically relating anemometer output with a variable overheat resistance to anemome
ter output with fluid temperature variations. An experimental study to verify the 
analysis is presented. 

\SA 

Introduction 

CALIBRATION of hot-wire and film probes in constant-
temperature fluids may be carried out by many techniques dis
cussed in the literature. However, anemometer output varies 
with ambient fluid temperature at constant velocity. Therefore, 
to measure a fluctuating velocity field when large temperature 
fluctuations are present in the fluid, calibration at various fluid 
temperatures must be considered. 

A constant-temperature anemometer, in fact, maintains a fixed 
probe heated or operating resistance. Fluctuating fluid tempera
ture makes it impossible to maintain a constant overheat ratio 
because RA, the unheated resistance, varies as TA, the ambient 
fluid temperature, varies. Hence an independent measure of 
fluctuating temperature is necessary in order to interpret hot-wire 
output. An independent temperature measurement, when used 
with a wire calibrated for various fluid temperatures at fixed 
overheat resistance, will yield the velocity. The term "fixed 
overheat resistance" is necessary instead of "fixed overheat 
ratio," because RA (and TA) are now considered variables. Hence 
the overheat ratio could be considered as maintained at a con
stant value only by using a fixed reference resistance R0 at a refer
ence fluid temperature T0 as the unheated wire resistance in the 
calculation of overheat ratio. 

An example of the above problem is the study of natural con
vection turbulence. Velocity and temperature fluctuations occur 
simultaneously. A compact array of two hot-wire probes may 
be used to determine velocity and temperature instantaneously. 

_ ' Formerly NSP Trainee, Department of Mechanical Engineer-
mg, Cornell University, Ithaca, N. Y. 

Contributed by the Heat Transfer Division and presented at the 
ASME-AIChE Heat Transfer Conference, Tulsa, Okla., August 15-
18, 1971. Manuscript received by the Heat Transfer Division Janu
ary 18, 1971. Paper No. 71-HT-9. 

Alternately, a small thermocouple with adequate frequency 
response might be used in conjunction with a hot-wire probe to 
yield fluctuating temperature directly and fluid velocity indi
rectly. The use of two probes is permissible as long as the 
physical scales of the temperature and velocity fluctuations are 
large relative to the distance between sensors. 

Rose [l]2 , has considered the response of a linearized hot wire 
in air to small ambient fluid temperature fluctuations. Sandborn 
[2] has indicated that fluid temperature fluctuations significantly 
affect results in many modes of operation. Resell and Coantic 
[3] and Resch [4] found it necessary to calibrate for fluid tempera
ture variations in water. Newman [5] has calibrated film probes 
in water at various temperature levels. His results show that 
fluid temperature variations cause significant variations in hot
wire output. In general, previous experimental work has found 
the fluid temperature variation effect to be more pronounced in 
water than in air; one reason is that low overheats are used in 
water to prevent bubble formation and boiling. Hence a fluid 
temperature variation in water may significantly alter the tem
perature difference between wire and fluid. A similar disturbance 
in air would cause a smaller effect because higher wire tempera
tures are used. An additional error induced by fluid temperature 
fluctuation arises from fluid property variations. Property varia
tions with temperature are more rapid in water than in air, caus
ing greater difficulty with water. One successful attempt at this 
type of calibration is presented by Vliet and Liu [6], using a 
linearized hot wire. 

I t is true that calibrating hot wires over adequately large 
ranges of ambient fluid temperature is experimentally inconveni
ent and difficult, especially when fluid temperatures differ greatly 
from ambient laboratory conditions. Large temperature differ
ences induce appreciable natural convection effects in the test 
fluid. This causes an inaccurate determination of the zero 

Numbers in brackets designate References at end of paper. 
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velocity voltage (fi'o), which is often used for nondimensionaliza-
tion of output voltages. In addition, if the flows to be measured 
have velocities of the same order as any natural convection cur
rents in the calibration vessel, the anemometer output during 
calibration will be in error. The requirement of a constant fluid 
temperature greatly different from ambient laboratory conditions 
also requires the use of regulating equipment. Such regulating 
equipment complicates apparatus design and increases cost. Vliet 
and Liu [6] used a heated vessel for their calibration procedure. 

The present communication describes a technique of calibrat
ing constant-temperature anemometer probes, accounting for 
varying ambient fluid temperatures by instead varying overheat 
resistances at a single reference fluid temperature. Varying over
heat resistance is experimentally convenient since modern com
mercial anemometers usually incorporate decade resistances 
which expedite setting various overheat resistances. 

The motivation behind the proposed technique is as follows. 
An increase in ambient fluid temperature (TA) decreases the 
temperature difference between the (constant-temperature) wire 
at TH and the ambient fluid. Heat loss rate from the wire may be 
represented by: 

q = Ah(U, TA)(TH - TA) 

where h is indicated as a function of velocity and fluid tempera
ture. However, a change in overheat resistance from RH to RH 

+ r may also reduce the temperature difference between the wire 
and the ambient fluid (if r < 0). If h is a weak function of tem
perature, the anemometer output characteristics observed when 
ambient fluid temperature is varied may be approximated by 
varying the overheat temperature. Of course, account must be 
taken of the effect of increased probe resistance. 

Hence it is proposed to calibrate the output of the hot-wire 
probe as a function varying ambient of fluid temperature by 
varying the overheat resistance at a constant reference fluid 
temperature To-

Analysis 
The heat dissipated in a hot-wire probe by convection pro

cesses, neglecting conduction losses to the probe supports, is 

E2 

q = hA(TH - TA) = — -
RH 

where h is an average heat transfer coefficient, A is the area of the 
wire, and TH — TA is the difference between the constant wire 
and fluid temperature. Thus 

E2 RH(TH - TA)hA (1) 

Since TA is variable and h = h(TA, U), a hot-wire probe ap
parently must be calibrated at different fluid temperatures for 
fixed overheat temperature (TH), i.e., fixed probe overheat re
sistance. 

However, consider the possibility of changing overheat resis
tance to simulate varying fluid temperature during the calibra
tion of the hot-wire probe. In a small temperature range the 
probe resistance may be assumed to be a linear function of tem
perature. 

R = RA + (aRn)(T - TA) 

Consider a small change (r) in RH, i.e., RH + r, such that the 
anemometer output voltage, when operated with a variable over
heat resistance matches the output voltage that would result 
when operated at fixed overheat resistance and at an ambient 
fluid temperature TA different from T„. 

Then, writing the energy balance for calibration when a vari
able overheat resistance is used and at an ambient temperature 
equal to the reference temperature T0, we have 

E2 

RH + 
= [TH + 

aRai 
1\ h(T0, U)A (2) 

To J is the tempera-

where h(T0, U) is the film coefficient of heat transfer which is a 
function of velocity and reference ambient fluid temperature, A 

is the area of the wire, and ( TH H 

ture difference between the hot wire and the fluid at the reference 
ambient fluid temperature. 

The output voltage with a variable fluid temperature must 
equal the output voltage with variable overheat resistance. 

(RH + r) (r. + ctRs 

\ 
- TA h(T0, U) 

= RH(TH - TAMTAI U) (3) 

For the moment assume h(T0, U) = h(TA, U), which is equivalent 
to assuming tha t fluid property variations are negligible in de
termining h. Then 

RH 
TA — To 

RH \_aRm \ aRst/. 
(4). 

Calibration performed at overheat resistance RH with fluid tem
perature TA would produce nearly identical output voltage to a 
calibration performed at an overheat resistance of RH + r with a 
fluid temperature of T0. Equation (4) gives the proper relation -
for calculating the effective fluid temperature change TA — To 
equivalent to a resistance change of r. 

However, a small difference in output should be expected be
cause of fluid property variations. The error is caused because : 

h(To, U) will, in general, be different from U(TA, U). 
A correction term to account for fluid property variation may 

be developed using data which is, in principle, already available 
from a calibration. Expanding h(TA, U) in a Taylor series about j 
To, equation (1) yields 

-Nomenclature" 

a = overheat ratio = 
Rh 

RA 

R. 

Ro 

— resistance of probe at 32 deg F 
= change in overheat resistance to 

simulate ambient fluid tem
perature variations 

= reference probe resistance at 
reference temperature 

RH = overheat probe resistance 
RA = probe resistance at ambient 

fluid conditions 
I — length of wire 

To = reference fluid temperature when 
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T„ = 

TA = 
OtRn = 

A = 

h = 

i = 
u = 
E = 

calibration is done with vari
able RH 

wire temperature when calibra
tion is done with constant RH 

ambient fluid temperature 
resistance coefficient of tempera

ture for probe 

f • K rf / area of wire probe = 1 
4 

film coefficient of heat transfer 
rate of heat loss 
velocity 
anemometer output with fluid 

temperature variable 

Ec = anemometer output with over
heat resistance variable 

Ea — zero velocity voltage = Eo(T) = ' 
a function of fluid temperature 

Red = Reynolds number = — ' 

Gr 

V 

d 
B 

U 

= 
= 
= 

= 

kinematic viscosity 
wire diameter 
nondimensional voltage parame-

E2 

tW' - * i - * 

wire Grashof number 
V2 
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> = RH(TH - TA)A 'KT„ U) + ^ S ^ l ITA - r J 

Vh(T0, V) 

dT2 

dT 

ITA - r „ ] 2 

(5) 

Equations (3) and (4) identify the first term as Ec
2 in equation 

(2). 

dh(T0, V) 
Ei = E2 + RH(TH - TA)A 

Using equation (2) to calculate 

dT 

dh(T0, V) 

[TA -T,] + ... (6) 

dT 
and substituting into 

(6) gives 

E* = Ec2 RH{TH — TA) 

(RH + r) [TH + — - Tt 
aR32 

X 
dEc\T0, U) 

dT 
[TA -T,] + ... (7) 

Noting from (7) that the term in square brackets equals one and 
substituting (4) into (7) we have 

E* = Ec* + 
SEcKT,, U) 

dT 

X | — + r I TH - To + —7 
aRai \ aR3 

Now recalling that R is a linear function of T, 

_1_ 

RH 
(8) 

bEcHT0, U) bE£ 

dR dT 

but dR = dr 

dEc\r = 0, U) 

dR D dEc\RH, V) 

u dT dR 

E1 = Ec* 
dr 

X [k+ r (TH T0 + 
aRz RH 

(9) 

The term dEe
2/dr may be estimated if calibration is performed at 

two different values of r. If large property variations occur be
tween the two ambient temperature levels TA and T0 the accuracy 
requirements of some specific applications may require the reten
tion of more terms in equation (6) as well as calibration at addi
tional r levels. The second-order correction term to equation (9) 
is 

+ 
1 aRz; 

llH 

WEI 
5,.2 

r' 

aR3: 
+ r (y«-"fi)] (10) 

The above relation (9) relates the output of the anemometer 
taken with varying fluid temperature (E2) to the output taken 
with variable overheat resistance (Ec

2) and retains a first-order 
correction term to account for property variations. 

An experimental study to determine the applicability of the 
above method in a practical situation was undertaken. Wires 
were first calibrated with variable fluid temperatures. Then the 
same wires were calibrated at constant reference fluid tempera
ture with variable overheat resistance as calculated from equa
tion (4). 

Experimental Apparatus 
The high-accuracy calibration of hot wires at very low veloci

ties in liquids has been described by Dring and Gebhart [7]. The 
aPparatus vised in tha t investigation was modified to allow higher 
velocities and use with gases as described in Dring and Gebhart 

[7], Gebhart, Pera, and Audunson [8], and Gebhart and Pera 
[9]. The technique consists of holding a probe stationary in a 
Dewar filled with the fluid of interest. The Dewar is then trans
lated vertically along guides by a counterbalance weight and a 
synchronous motor. Thus the fluid is translated at a constant 
velocity over the stationary probe. The fluid used in this study 
was demineralized degased water. The temperature of the bath 
in the Dewar was controlled by circulating the water through a 
heat exchanger in another identical Dewar. This Dewar con
tained a high-precision (0.01 deg C) controller which allowed 
accurate regulation of the fluid temperature. 

The anemometers used were DISA model 55D01 used in the 
constant-temperature mode, operated in the "flat" position to 
guarantee a constant gain for frequencies down to d-c. The 
upper limit of frequency response is more than adequate for the 
relatively low frequencies encountered in turbulent flows of 
liquids. Anemometer output voltages were measured by voltage-
time integration, using a six-digit integrating voltmeter and a 
seven-digit E P U T meter. In addition, integration distance was 
measured to 0.0001 in. with a micrometer. Knowing that dis
tance, the timer yielded an independent measure of velocity for 
every data point taken. Operational details of the switching 
circuits and hookup of voltage-measuring instruments are de
scribed in detail in references [7-9]. The multiple-digit outputs 
allow high-precision determination of anemometer output volt
ages. Measured velocities are thought to be accurate to 5 parts 
in 10* during the calibration. 

The hot-wire prongs and associated supports used were silver-
plated. The hot wire used was pure platinum of 0.4-mil diameter. 
The Dewar was stainless steel. Water used was demineralized, 
degased, and filtered. Water resistivity was 1 megohm/cm or 
higher at all times. Apparently the silver probe supports provide 
so-called "anodic protection" for the platinum wire in the multi-
metal system. This technique is common in design of boilers and 
ship-building and is discussed in reference [10]. 

Drift observed from the corrosion process was of the same order 
as the 0.2 percent/hi1 quoted by Bankoff and Rosier [11]. The 
wire was operated only during the actual calibration traverse to 
further minimize this effect. In addition, no deposits were 
formed on the wire during operation. Pronounced drift charac
teristics quoted in references [3, 4, 12, 13] were not observed. 
Aeration of the water was prevented with a floating plastic cover. 
Bubble formation was therefore eliminated as a source of drift. 
For further description of the requirements for stable operation 
in water see reference [14]. 

Procedure 
Wire calibrations were first carried out using a variable fluid 

temperature TA and constant wire overheat resistance. For com
parison, a calibration with the same probe was performed with 
variable overheat resistances at a reference fluid temperature 7V 
Resistance-temperature increments were calculated by equation 
(4). 

A single calibration data point consisted of the following steps: 

1 Waiting for all disturbances to die out, until an approxi
mately stable zero-velocity voltage was observed and recorded 
(fluctuations of less than 10 mv on a 10-v signal). 

2 Measuring fluid temperature in the calibration Dewar with 
mercury in a glass thermometer, accurate to 0.01 deg F . 

3 Traversing the calibration Dewar in the upward direction; 
(a) measuring an integrated anemometer voltage; (b) measuring 
the time interval of integration (yielding velocity). 

4 Returning Dewar to down position. 

Disturbances from a traverse usually were completely dissi
pated in about 2 min. Wire output was continuously monitored 
on a strip-chart recorder to assure stable conditions before another 
data point was taken. 
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Fig. I Plot of regression analysis results for variable temperature data 
7 0 , 80 , 90 deg F in forced convection region and 70 deg F in mixed con
vection region; IVU] = ( in/sec) 'A 

The calibration with variable fluid temperature was performed 
for six different ambient fluid temperatures from 60 to 100 deg 
F . The calibration with variable overheat resistance at constant 
fluid temperature used five different overheat resistances. The 
different overheat resistances were selected using equation (5). 
The temperature differences between the wire and fluid were in 
the same range as those used for the variable fluid temperature 
calibration. 

For the data presented here, which represent one wire only, 
TH was 205 deg F . Fluid temperature variations were up to 30 
percent of the wire-fluid temperature difference. The tempera
ture increment calculated using equation (5) was about 2.80 
deg F/0.01 0, for a pure platinum wire operated at RH — 2.63 il. 
Overheat ratio based on the cold resistance at 70 deg F was 1.28. 
Lower overheat ratios would be necessary if an adequate deaera-
tion system were not available. 

Data were taken at 8 velocities ranging from 0.01 in/sec to 
2.36 in/sec corresponding to 2.62-10-2 < Red < 6.18. Variable 
fluid temperature data with constant overheat resistance com
prised 187 points. Variable overheat resistance data with con
stant fluid temperature consisted of 155 points. The total test 
period lasted several days. However, actual wire operating time 
was only a few hours, to minimize the effect of the 0.2-percent/hr 
observed drift. Consistent results were obtained from day to 
day. All of the data discussed herein were obtained with the 
same hot wire. Other wires have been calibrated with essentially 
identical results. 

tion effects appreciable for some of the data. Hence each set of 
data was broken into two "regions" for purposes of analysis.; 
Some of the data were taken in the mixed convection region. 
The mixed convection region is defined as the transport region ; 
where natural and forced convection effects are of the same order 
in the transport process from the wire. 

The lower velocit3<" limit for appreciable natural convection ef- : 

feet was suspected, from the data of Gebhart et al. [8], to lie 
within the range of the current calibration. Plotting of anemome
ter voltage squared, E2, versus y/U (see Fig. 1) showed deviations. 
from the straight line expected from King's law for pure forced 
convection. These deviations from pure forced convection oc-. 
curred where predicted by the criteria of Gebhart et al. [8]. The 
mixed convection region was found up to y/U = (0.5 in/sec)1/ ' ' 
which corresponds to the point where Gi'd'/yRed is order 1. For; 
Red > 0.655 the wire heat transfer was found to be completely 
dominated by forced convection cooling. Hence a King's law type 
variation was used and the region was characterized by linear 
variation between E2 and y/U • 

The variables used in the statistical treatment of the two sets 
of data were as follows. The square root of the velocity (or of the 
Reynolds number) was treated as the dependent variable, since 
this quantity was known from the calibration. The independent 
variables were the voltage squared, E2, the zero-velocity voltage 
squared, E0

2, and the ambient fluid temperature, TA- The two 
voltages were combined into a single nondimensional independent 
variable. 

" ) 

The general formulation attempted was 

y/U = f{B, T) (11)' 

The y/U was expanded in a Taylor series in the independent, 
variables. Here B is dimensionless and T has dimensions of deg'[ 
F. 

,— £>/ W d 2 / ^ = 'f(0'0) + iB + /r
f + i TB 

bH s2 m r2 

_ ^ _| i |_ 
d £ 2 2 dT2 2 

(12)* 

All possible combinations of the above terms in equation (12) 
were tried for the least-squares fit. Many additional higher-/ 
order terms were also considered. The two forms found to best 
describe the data, without significant improvement by the addi
tion of higher-order terms, were 

y/U — constant + -r^r B 
oB 

+ 
a2/ 

bTdB 
TB (forced convection region) (13a); 

Analysis of Data 
The two sets of data obtained (at constant RH and variable 

TA, and at variable RH and constant T0) were treated separately 
on a digital computer by the standard statistical technique of 
regression analysis. This technique calculates a regression func
tion which approximates the data in a least-squares sense. The 
program used was selected from the UCLA BMD package which 
is available on many I B M computing machines. (Program 
designation in BMD02R.) Given a choice of many forms of the 
specified independent variables, the program selects in a stepwise 
manner the terms which give the best fit, in a least-squares sense, 
see reference [15]. 

The low velocities involved in this work made natural convec-

V d S SB2 2 bT 

+ 
d2/ T2 

W2~2 
(mixed convection region) (136) 

The lack of a constant in the mixed convection region is be
cause E = Ea for y/U = 0. Hence a zero constant was imposed 
on the regression analysis for this region. In the two regions of 
interest, the best forms for the least-squares fit were 

y/U = KiB + K2B io2/ 
(forced convection region) (14«) 
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, v / r = , , ' , £ + C 2 £ * + C 3 I -
I 0 2 / 

+ Ct 
T V 

102 (mixed convection region) (146) 

These specific forms were used in the analysis of both sets of 
data. Jf w a s desirable to reduce the temperature variable to 
order 1 for calculating purposes, as shown in (14a) and (146). 
Attempts were made to use \ZRej as the dependent variable 
with no improvement in correlation. 

Evaluation of the data set taken with variable fluid tempera
ture at constant overheat resistance was accomplished as fol
lows. Measured fluid ambient temperature TA was used as the T 
variable in (14). B was evaluated using E0 = E0(T), which wa 
experinientall}' determined. 

The constants for the correlation obtained in this way are 
given in Table la. These results represent the whole data set 
taken with a variable fluid temperature. Equation (14) with the 
constants as in Table la yields calibration curves shown in Fig. 1. 

Data taken with variable overheat resistance at constant fluid 
temperature were analyzed by the same procedures. However, 
the temperature used in the regression analysis was T = T0 + 

T 

. The experimental value of E0 = Et{T) was replaced by 

experimental values of E0 = E0(r) in the calculation of the vari
able B. The constants obtained for the correlation are given in 
Table 16. 

The replacement of E0{T), taken when fluid temperature was 
varied, by E0(r), taken when overheat resistance was varied, is 
justified by the close agreement between E0(T) determined experi
mentally (187 points) and E0(r) (155 points). The above-

r 
mentioned T = 1\ -) approximation for the variable over-

" « 3 2 

heat data set yields an Ea[r(T)] curve virtually identical to E0{t). 
The slopes and intercepts of the E0(T)'s from the two data sets 
flgree to within i/2 percent based on separate linear regression 
analysis of the two data sets. 

Equation (9) above shows that a fluid property correction 
term may be included in the calculations. Since the temperature 
differences in the data sets were as much as 40 deg F, this correc
tion might be important. An at tempt was made to utilize the 
correi'tion terms presented in equations (9) and (10). Their 
inclusion in the variable overheat data set was accomplished as 
follows. The voltages were corrected according to equation (9). 

dEc
2 

The term in equation (9) was calculated bv fitting E^ 
dr „ 

I 
[Dimensions 
Jn/sec)1/! 
In/sec)1/?/°F 
|n/sec)lA 
jn/sec)1/' 
jjn/sec)V3 
in/sec)1/2 

|n/sec) iA/°F 
|ii/sec)'A/°F 
|«/sec)'A 

Table 

Ki 
IU 
K, 
* 

Ci 
C2 

c3 Ci 

t 
j Standard error, forced 
1 T Standard error, mixed 

1 Regression 

l a 
Variable 

fluid 
ambient 

temperature 

0.67123 
0.51215 
0.32595 
0.0479 
2.49954 

- 3 . 8 3 9 0 3 
0.49391 

- 0 . 3 0 4 3 0 
0.0191 

region 
region 

coefficients 

16 
Variable 

over
heat 

resistance 

1.03266 
0.08530 
0.31536 
0.0072 
2.29968 

-2 .95736 
-0 .49686 
-0 .30868 

0.0072 

lc 
Corrected 
variable 
overheat 

resistance 

0.95265 
0.21635 
0.30406 
0.0116 
2.28472 

- 2 . 9 1 9 5 1 
0.53586 

-0 .36070 
0.0077 

% 
E R R O R 

3 

2 

1 

0 

I • 
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3 

4 
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1 
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TA= 70° F ~ ^ * -

. . 1 . FORCED 
• • » » ^ 

0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1.0 I.I 

B 

Fig. 2 Plot of percent error in V U versus B at 7 0 deg F; solid l i n e -
without fluid property corrections; broken l ine—with fluid property cor
rections 

versus r in a least-squares sense. Tha t is, the data were fitted to 
a linear curve E3 = ki + far, which produced the derivative de-

dE* 
= ki. A second-order term was found to 

or u 

give no improvement over the linear form. The values of 

sired, which was 

dr 
vary greatly with velocity, and are presented in Table 2. A 
variable fluid property analysis was then clone in exactly the same 
way as with the variable overheat resistance data set, only using 
the corrected voltages. The results of that analysis are shown 
in Table lc. 

Results 
The root-mean-square error in -\/U, the standard error, of the 

data points used in the regression analysis about the generated 
function is shown in Table 1. The variable overheat resistance 
conditions allow fluid temperature to be at room ambient tem
perature, thus reducing the natural convection circulations in the 
fluid and uncertain fluid temperature. Hence a more precise 
determination of E0 (and calibration velocity at low velocities) 
is possible using this method. This is illustrated in the relatively 
low standard error of the variable overheat data compared to 
that taken at variable fluid temperature. 

The three generated regression functions shown in Table 1 are 
compared in Figs. 2, 3, and 4. These figures indicate behavior at 
ambient fluid temperatures of 70, 80, and 90 deg F, respectively. 
The solid lines are the percentage difference between the variable 
fluid temperature regression function and the variable overheat 
regression function. The difference has been normalized with 
the value of V calculated from variable fluid temperature re
gression function. This percentage error curve is plotted against 
B, the nondimensionalized output voltage. The two regions of 
interest, mixed convection and forced convection (mixed con
vection for B < 0.25, forced convection for B > 0.25), are seen 
to have different error characteristics. 

In addition, the same comparison was made between the vari
able fluid temperature regression function and the overheat data 
which incorporated the fluid property correction term. The cor
rected data produced error characteristics represented by the 

VU (in/sec)1/^ 
bE2 volts2 

dr ohm 

Journal of Heat Transfer 

Table 2 
dE2j 
-c - vers 
dr \u 

;us 

1.36 1.01 0.75 0.56 0.47 0.33 0.25 0 

425.8 334.9 286.8 235.4 226.0 209.5 202.5 201.6 
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Fig. 3 Plot of percent error in V U versus B at 80 deg F; solid l ine—with
out fluid property corrections; broken l ine—with fluid property correc
tions 

dashed curves in Figs. 2, 3, and 4. This correction term appears 
to reduce error in the forced convection region. The mixed 
convection region is not significantly improved using the correc
tion term, in fact, the error is greater for the 80 deg F and 90 deg 
F conditions. 

Considering the curves presented in Figs. 2, 3, and 4, a physical 
explanation even further validates the proposed calibration 
method. Recall that the variable fluid temperature data were 
used as the standard of normalization for Figs. 2, 3, and 4. Those 
data themselves may contain small systematic errors in ED as a 
result of natural convection circulation in the calibration Dewar. 

The room temperature was about SO deg F when these variable 
fluid temperature data were taken. For fluid temperatures lower 
than 80 deg F, say 70 deg F as in Fig. 2, natural convection cur
rents go up the wall, and down the center of the Dewar where the 
wire is located. Thus the circulation opposes natural convection 
flow generated over the wire and En is decreased. This effect 
results in a predicted \ZU which is lower than the velocity of the 
Dewar. Hence the standard used for normalization in Fig. 2 is 
itself low and the error shown by the curve is greater than the 
actual error in the variable overheat method. The same argu
ment applies to fluid temperatures above room temperatures, 
say 90 deg F as in Fig. 4. In this case also, the above argument 
implies a reduction in error between the calibrations produced 
by the two methods. 

Conclusions 
I t has been shown that a calibration procedure using variable 

overheat resistance can provide results which represent hot-wire 
output response to variations in fluid temperature. Considerable 
simplifications in experimental calibration equipment and pro
cedures are achieved, at a very small loss in accuracy. 

Large errors common to liquid turbulence measurements with 
high turbulence intensities may justify use of this calibration 
technique. Hence this method may greatly expedite calibration 
of hot wires for measurements in turbulent flows where large 
temperature fluctuations occur. 
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out fluid property corrections; broken l ine—with fluid property correc
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Heat and Mass Transfer in an Incompressible 
Turbulent Boundary Layer 
The van Driest damped mixing length has been extended to account for the effects of mass 
transfer through a porous plate into a turbulent, two-dimensional incompressible 
boundary layer. The present mixing length is continuous from the wall through to the 
inner-law region of the flow, and although empirical, has been shown to predict wall 
shear stress and heat transfer data for a wide range of blowing rates. 

Introduction 
Objective. Turbulent boundary layers with mass transfer at 

the boundary surface are encountered in a variety of engineering 
situations. For example, such boundary layers are found in 
transpiration-cooled gas turbine blades, where the mass transfer 
allows operation with higher-temperature gases and hence higher 
operating efficiencies. Mass transfer also provides an effective 
means for the reduction of viscous drag and kinetic heating in 
high-speed flight. 

Little progress has been made to date in solving the time-de
pendent Navier-Stokes, energy, and continuity equations which 
govern this phenomenon. This difficulty is usually bypassed 
with the aid of a phenomenological model with empirical inputs. 
The efficiency of such a procedure depends upon the generality 
of the phenomenological structure into which the empirical 
information is incorporated. Past attempts at the construction 
of an adequate phenomenological model for turbulent boundary 
layers with mass injection have suffered from structural limita
tions which limit their generality, as will be demonstrated 
below. The objective of the present paper is the presentation of 
a more general model. The basic structure of the present model 
is similar to the van Driest [ l ] 1 damped mixing-length model, 
the main difference being the incorporation of the implications 
of the solution to the laminar oscillating plate problem with mass 
transfer (Stokes, Second Problem [2]) rather than those of the 
same problem without mass transfer. I t will be shown that 
this modification results in a model which can accurately predict 
both hydrodynamic quantities such as the drag coefficient and, 
with the specification of a turbulent Prandtl number, thermal 
quantities such as the Stanton number for a wide range of flow and 
temperature conditions. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

ASME-AIChE Heat Transfer Conference, Tulsa, Okla., August 15-
18, 1971. Manuscript received by the Heat Transfer Division July 
20,1970. Paper No. 71-HT-10. 

Previous Work. Previous models for turbulent boundary layers 
with mass transfer may conveniently be classified into two groups: 
those which provide expressions for the velocity profile in the 
inner-law region and those which provide instead an "effective" 
viscosity or mixing-length distribution. Examples of the former 
are the velocity profile expressions of Black and Sarnecki [3], 
Stevenson [4], and Spalding [5]. While such expressions are 
useful in the solution of hydrodynamic problems, they fail to 
furnish adequate guidance when heat transfer is also involved. 
In particular, the incorporation of the effects of the laminar sub
layer region in terms of a single empirical function or constant 
does not allow prediction of the effect of the laminar Prandtl 
number on the Stanton number, nor does it allow the prediction 
of the heat transfer characteristics when the thermal boundary 
layer commences downstream of the hydrodynamic boundary 
layer; these important phenomena require additional empirical 
functions for their predictions. For this reason we shall not 
consider such profile expressions further. 

Mixing-length distributions have been proposed by various 
authors; these distributions typically follow van Driest, who 
proposed that the Prandtl mixing length should be multiplied 
by a damping factor which accounts for the effects of viscous 
damping of the turbulence in the near wall region. The damping 
function proposed by van Driest was 

DF = 1 - exp (-£) (1) 

where A + is a measure of the mean fluctuation freque cy of the 
turbulent flow. Van Driest assigned A+ a constant value of 
26.0 based on fully developed pipe-flow velocity profile data for 
the constant shear stress region. Rot ta [6] and Patankar [7] 
independently proposed that this expression, when used in non-
constant shear-stress situations, should be modified to : 

DF = 1 exp ( - ^ ) 
( 2 ) 
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where r + is a dimensionless shear stress based on the wall shear, 
viz., 

T+ = T-(-J/>/T, 

More recently, Cebeci et al. [8] have made use of the same modi
fication. When the Couette-flow approximations apply, the ex
pression for T + is 

r + = 1 + m+u+ + p+y+ (3) 

where u + is the dimensionless velocity, y + the dimensionless dis
tance normal to the wall, and m+ and p + the dimensionless mass 
transfer parameter and pressure gradient parameter, respectively. 

When applying this expression to flows with mass transfer, 
Rotta found it necessary to empirically relate the quantity A + 

to the mass transfer parameter m+. While there is some doubt 
as to validity of Rotta 's relationship between A+ and m + due 
to the fact that the data he used in its determination, namely, 
the pioneer data of Mickley and Davis [9], is now questioned, 
there is no doubt that such a procedure will lead to reasonable 
hydrodynamic predictions in the fully turbulent region if the 

where 

empirical A' " relation is based on sound data. Since it is 
based solely on velocity profile data in the inner-law region and 
on a Jorm for the damping function which was determined for a 
no-mass-transfer flow, however, one may reasonably question 
its implications when the very near wall region dominates, such 
as simultaneous heat and mass transfer at large Prandtl numbers 
and with step wall-temperature changes. This matter will be 
pursued below in the appropriate section. 

Momentum Transfer 
Mathematical Formulation. For the moment we shall restrict 

our attention to flow situations where the velocity field may be 
regarded as one-dimensional. (This restriction is made in the 
interest of mathematical clarity and convenience only; it is not 
a necessary restriction and indeed will be relaxed below when 
reference is made to problems of a step change in wall tempera
ture and the streamwise distribution of wall shear stress.)2 The 
momentum equation for zero pressure gradient combined with 
Prandtl 's mixing-length equation yields: 

dz 

dy* 

2S.T-I 

1 + V I + 4 T + ( Z + ) 2 
(4) 

2 In this latter case a Couette-flow analysis will no longer suffice 
and the mixing length must then be incorporated into the appropriate 
two-dimensional boundary layer equations. 

z = u/Ua 

y+ = yU0/v 

c, 
s. 

JJ. rJpU^ 

and 

r + = 1 + v*z/Ss 

v./Ua 

The subscripts s and G refer to conditions at the surface and free 
stream respectively. The quantity l+ is Prandtl 's mixing length 
nondimensionalized in the same fashion as y +. 

The boundary condition is 

0 when V 0 

Before equation (4) can be integrated, the l+ distribution must 
be specified. We assume 

1+ = K1J+D+ (5) 

where 

D+ = 1 - exp {( 2 /+m+Vr+/2)( l =F 1 / V 2 U + {1 + 64/ 

(A+m+)<}'/']•/*)} (6) 

The + sign is used when m + is negative and vice versa. 
Several observations concerning the above expression are 

appropriate. First, since D+ approaches a finite constant, for 
any value of m+, as y9 the mixing length l+ is a linear 
function of y+ at large values of the latter. This restricts the 
scope of the present model to situations where relaminarization 
is not present, i.e., to blowing and moderate suction. In the 
authors' opinion, the path to the removal of this restriction lies 
in the relaxation of Prandtl 's second assumption, namely that 
the intensity of turbulence is proportional to the velocity profile 
gradient, rather than in forcing the length scale to approach zero 
as the conditions for relaminarization are approached. For the 
present purposes, however, we will simply retain the restriction. 
Secondly, the form of D+ is determined from the solution to 
Stokes' Second Problem with mass transfer obtained by Nicoll 
et al. [10]. This is discussed in greater detail by Nicoll and 
Strong [11], and by Strong [12]. Thirdly, the quantity A+, 
which is the turbulent counterpart of the oscillation frequency 

-Nomenclature-

A + = the van Driest parameter 

C = specific heat at constant pressure 

(Btu/lbm-deg F') 

h = heat transfer coefficient (Btu/sec-

ft 2-deg F) 

J = diffusional heat flux (Btu/sec-ft2) 

k = thermal conductivity (Btu/sec-

ft 2-degF/ft) 

I = Prandtl mixing length 

l+ = dimensionless mixing length = 
WT,P/H 

m+ = dimensionless mass transfer 
parameter = vjy/¥jp 

p = pressure (lby/ft2) 
p+ = dimensionless pressure gradient 

parameter = y/n*/r*p (dp/ 
dx) 

P = function defined by equation (11) 
Rex = Reynolds number = V0x/v 

S = shear stress parameter = r / 

pUo' 
St = Stanton number = h/pCUG 

T = temperature (deg F) 
u = velocity in x direction (ft/sec) 

u+ = dimensionless velocity = (u/Ug) 

/Vs, 
UQ = free-stream velocity (ft/sec) 

v = velocity in y direction (ft/sec) 
v* = dimensionless velocity EEE vJUg 

x = distance along plate (ft) 
y = distance normal to plate (ft) 

y* = dimensionless distance = yUg/v 
y+ = dimensionless distance s= 

V^/rVp/lJ-
z = dimensionless velocity = u/Ug 

e„, = eddy diffusivity for momentum 
(ft2/sec) 

K = a "law of the wall" constant 
p. = viscosity (lbm/sec-ft) 
v = kinematic viscosity (ft2/sec) 

p = density (lbm/ft») 
a = Prandtl number = p,C/k 

a i = turbulent Prandtl number 

<reff = effective Prandtl number 
a* — Prandtl number ratio = c/cr, 

T = shear stress (lby/ft2) 

r + = dimensionless shear stress = 
T/TS 

<p — enthalpy (Btu/lbm) 
<p* — dimensionless enthalpy HEE (<^S — 

¥>)/(<P. ~ <PG) 

Subscripts 

G = refers to the free stream 
0 = refers to the value of a pertinent 

variable when the mass transfer 
rate is zero but all other condi
tions are equivalent 

s = refers to the wall or porous surface 
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Table 1 Comparison of analytical and experimental values of the wal l 

shear stress for the data of Simpson et a l . [13] 

Fig. 1 Comparison of predicted velocity profiles (present model) with 

representative data of Simpson ef al . [13] 

a) in the Stokes problem, may reasonably be anticipated to be 
dependent on the mass transfer; this simply would mean the 
turbulent structure itself is modified by the presence of mass 
transfer. Indeed, this implication could be tested, both grossly 
and in detail, if suitably accurate data for the spectral character
istics of the turbulent structure were available for such flows as 
we are presently considering. Unfortunately such data do not 
at present exist, and we shall have to determine the dependence 
of A + on m+ from mean velocity profile data. Finally, the de
pendence of D1" on the local shear, as suggested by Rotta and 
Patankar, has been assumed. 

The Determination of K and A+. Since both K and A+ are em
pirical quantities, their accuracy will be directly proportional 
to the accuracy of the velocity profile data from which they are 
obtained. Unfortunately, unexplained inconsistencies exist 
between the data of various authors. In the authors' opinion, 
the experiments of Simpson et al. [13] appear to be the most 
meticulously performed and checked; further, care was taken to 
both measure and report variations in porosity of the permeable 
plate. Hence we have adopted their data as our standard, 
although we will compare our predictions with the data of other 
authors. Should this opinion turn out to be in error when more 
accurate experimental techniques are available, it would be a 
simple matter to correct K and the A + relation. 

Having reached this decision we forthwith adopt the value of 
K recommended by Simpson et al., namely 

K = 0.44 

The determination of A + is not as direct. I t is reasonable to ex
pect that 

A+ = A+ir + } 

Further, as m + - * 0 and r + - » • 1, A + - * 26. 
A suitable form for A + which satisfies this requirement is: 

A+ = 2 6 . 0 ( T + ) « (7) 

The data of Simpson et al. indicate that the value of a is3 

a = - 1 . 4 

3 For a detailed discussion of the procedure by which a is deter
mined see Strong [12]. 

Run 
I d e n t i t y 

of S i m p s o n 

2 3 6 7 / 1 
2 3 6 7 / 2 
2 3 6 7 / 3 
2 3 6 7 / ' . 

3 1 0 6 7 / 1 
3 1 0 6 7 / 2 
3 1 0 6 7 / 3 
3 1 0 6 7 / 4 

7 2 0 6 7 / 1 
7 2 0 6 7 / 2 
7 2 0 6 7 / 3 

1 2 2 8 6 6 / 1 
1 2 2 8 6 6 / 2 
1 2 2 8 6 6 / 3 
1 2 2 8 6 6 / 4 
1 2 2 8 6 6 / 5 
1 2 2 8 6 6 / 6 
1 2 2 8 6 6 / 7 

1 2 2 7 6 6 / 1 
1 2 2 7 6 6 / 2 
1 2 2 7 6 6 / 3 
1 2 2 7 6 6 / 4 

1 2 2 3 6 6 / 1 
1 2 2 3 6 6 / 2 
1 2 2 3 6 6 / 3 
1 2 2 3 6 6 / 4 

1 2 2 0 6 6 / 1 
1 2 2 0 6 6 / 2 
1 2 2 0 6 6 / 3 
1 2 2 0 6 6 / 4 

1 2 1 9 6 6 / 1 
1 2 1 9 6 6 / 2 
1 2 1 9 6 6 / 3 
1 2 1 9 6 6 / 4 

1 2 1 2 6 6 / 1 
1 2 1 2 6 6 / 2 
1 2 1 2 6 6 / 3 
1 2 1 2 6 6 / 4 
1 2 1 2 6 6 / 5 
1 2 1 2 6 6 / 6 
1 2 1 2 6 6 / 7 
1 2 1 2 6 6 / 8 

Ri! 

<x 1 0 " 5 ) 

4 . 0 4 
9 . 4 4 

1 2 , 2 
1 7 . 6 

1 . 3 1 
6 . 5 6 

1 4 . 5 
1 9 . 9 

8 . 10 
1 5 . 7 
2 1 . 8 

1.32 
3 . 9 6 
6 . 6 5 
9 . 2 7 

12. 1 
1 4 . 7 
1 7 . 4 

1 .34 
6 . 7 5 

1 2 . 2 
1 7 . 6 

4 . 0 
9 . 3 5 

1 4 . 9 
2 0 . 3 

3 . 9 8 
9 . 2 7 

1 4 . 7 
2 0 . 1 

3 . 9 9 
1 2 . 0 
1 7 . 4 
2 0 . 2 

1.36 
4 , 1 3 
6 . 9 3 
9 . 7 2 

1 2 . 5 
1 5 . 3 
1 7 . 9 
2 0 . 8 

v" 

x 1 0 J 

. 0 

. 0 

. 0 

. 0 

. 0 

. 0 

. 0 

. 0 

. 0 

. 0 

. 0 

0 . 9 9 0 
0 . 9 9 8 
0 . 9 9 3 
0 . 9 9 6 
0 . 9 8 2 
0 . 9 8 4 
0 . 9 8 4 

1 .883 
1.916 
1.887 
1.886 

1 .944 
1 .950 
1.896 
1.869 

3 . 6 6 4 
3 . 8 7 5 
3 . 8 3 0 
3 . 8 3 4 

7 . 8 3 6 
7 . 8 1 7 
7 . 7 9 8 
7 . 7 3 8 

9 . 5 0 4 
9 . 4 8 2 
9 . 4 0 5 
9 . 4 0 3 
9 . 3 4 6 
9 . 3 7 6 
9 . 4 7 9 
9 . 4 0 8 

S 

S impson* -
Horn. 
Equa 

2 . 2 5 
1.90 
1.82 
1.70 

2 . 7 6 
2 . 0 5 
1.76 
1 .65 

1.96 
1.74 
1 .63 

2 . 4 2 
1.89 
1.68 
1.56 
1. 47 
1 .41 
1.36 

2 . 0 0 
1.40 
1.17 
1 .04 

1 .55 
1.22 
1 .13 
1 .01 

1.00 
0 . 7 4 
0 . 6 3 
0 . 5 7 

0 . 2 7 
0 . 1 5 
0 . 1 2 
O . l i 

------" 

I n t . 
Lion 

C 5 V.) 
( 5'/.) 
( 5%) 
( 5%) 

( 5X) 
( 570 
( 5%) 
( 5X) 

( 5%) 
( 570 
{ 5%) 

C 6%) 
( 6%) 
{ 6%) 
( 6%) 
( 670 
< 6%) 
( 670 

( 71) 
( 770 
( 7%) 
( 770 

< 770 
( 770 
( 770 
( 770 

(1270 
(1270 
(1270 
(1270 

(4070 
(4070 
(4070 
(4070 

Experin 

Simp 

Sub-
Equa 

2.20 

2.04 
1.90 
1.80 

2.94 
2.05 
1.84 
1.68 

-
--

2.42 

1.92 
1.86 
1.77 
1.63 
1.53 
1.49 

2.20 

1.37 
1.15 
1.03 

1.55 
1.17 
1.20 
1.13 

1.11 

-0.69 
0.62 

0.23 
0.24 

--
0.63 
0.18 

-----" 

ental (x 

son -

Layer 
tion 

(0.2) 

(0.2) 
(0.2) 
(0.2) 

(0.2) 
(0.2) 
(0.2) 
(0.2) 

(0.2) 

(0.2) 
(0.2) 
(0.2) 
(0.2) 
(0.2) 
(0.2) 

(0.3) 
(0.3) 
(0.3) 
(0.3) 

(0.3) 
(0.3) 
(0.3) 
(0.3) 

(0.2) 

(0.2) 
(0.2) 

(0. 4) 
(0. 4) 

(0.4) 
(0.4) 

io3) 

Simpson -

Lest 
Estimate 

2.20 (0.1) 

1.90 (0.1) 
1.86 (0.1) 
1.73 (0.1) 

2.76 (0.1) 
2.05 (0.1) 
1.76 (0.1) 
1.65 (0.1) 

1.96 (0.1) 

1.74 (0.1) 
1.63 (0.1) 

2.42 (0.1) 

1.89 (0.1) 
1.68 (0.1) 
1.56 (0.1) 
1.47 (0.1) 
1.41 (0.1) 
1.36 (0.1) 

2.00 (0.1) 

1.40 (0.1) 
1.17 (0.1) 
1.04 (0.1) 

1.55 (0.1) 

1.22 (0.1) 
1.13 (0.1) 
1.01 (0.1) 

1.00 (0.1) 

0.74 (0.1) 
0.63 (0.1) 
0.57 (0.1) 

0.36 (0.2) 
0.18 (0.2) 
0.14 (0.2) 
0.12 (0.2) 

0.50 (0.2) 

0.17 (0.2) 
0.10 (0.2) 
0.05 (0.2) 
0.05 (0.2) 
0.05 (0.2) 
0.05 (0.2) 
0.05 (0.2) 

S Analytical 

(x 103) 

Present 

Analysis 
K=0.44, a=-L4 

2.25 
1.90 
1.86 
1.6b 

2.71 
2.05 
1.76 
1.65 

1.96 

1.69 
1.63 

2.35 
1.84 
1.63 
1.41 
1.35 
1.31 
1.21 

2.05 
1.32 
1.07 
0.94 

1.50 

1.12 
1.00 
0.91 

1.02 

0.68 
0.55 
0.52 

0.33 
0.13 
0.115 
0.12 

0.60 

0. 15 
0.10 
0.055 
0.04 
0.04 
0.03 
0.04 

Table 2 Comparison of analytical and experimental values of the wal l 

shear stress for the data of Mick ley and Davis [9], run C-3-50 

Run 

Ident i ty 
of Mickley 
and Davis 

O3-50/E 

O3-50/G 
C-3-50/II 
C-3-50/I 
C-3-50/J 
C-3-50/K 
C-3-50/1, 
C-3-50/U 
C-3-5G/I3 

He 

(x Kf 5 ) 

2.76 

5.48 
7.50 
9.89 

11.98 
15. 16 
18.25 
21.87 
25.30 

V 

(x 10J) 

3.04 
2.95 
3.00 
2.90 
2.96 
2.90 
2.86 
2.80 
2.83 

S _ Experirc 

Mickley 
and 

Davis 
<± 3070 

0.68 
0.48 
0.44 
0.34 
0.33 
0.27 
0.29 
0.25 
0.25 

n ta l (x 103) 

Stevenson'a 
Correction" 

A B 

0.88 
0.83 

0.4 0.8 
0.47 0.7 
0.43 0.65 
0.49 0.7 
0.25 0.65 
0.25 

S . Analyti 

Stevenson's 
Law of 

the Hall 

~-U: 

0.95 
0.85 
0.70 
0.65 
0.55 
0.53 
0.45 
0.45 
0.43 

al (x 103) 

Present 
Analysis 

^=0.44, a= 

1.46 
1.26 
1.08 
1.00 
0.88 
0.86 
0.82 
0.80 
0.74 

1.4 

With the mixing-length distribution now fixed, equation (4) can 
now be integrated and its implications compared with experiment. 

Comparison of Prediction and Experiment. In Fig. 1 are shown 
comparisons of predicted and experimental velocity profiles for 
some of the data of Simpson. The agreement of shape in the 
region 5 X 102 <J y* 5 104 confirms the validity of the asymp
totic linear variation of l+ with y+. The value of Ss, which was 
determined by the Clauser method [14], is compared with the 
experimental values in Table 1. Again agreement is good. This 
satisfactory result, however, is no great surprise since the empiri
cal A + and K were chosen so as to obtain such agreement. I t 
should be noted that any of the previously mentioned models 
have sufficient empirical inputs to lead to similar agreement. 
A more critical test of the present model will be found in its 
capacity to predict certain heat transfer phenomena discussed 
below. Before proceeding to this, however, there are several 
matters which should be examined. 

I t is of interest to see how the present model predicts the data 
of Mickley and Davis, as originally presented and the corrected 
version by Stevenson [4], and the data of McQuaid [15]. Since 
these data are also known to conform to the implications of the 
asymptotic linear variation of l+ with y+, comparisons will only 
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Fig. 2 S, vs. Rex for various values of the mass transfer rate, v*; com
parison of the present analysis with the results of Torii at al. and the data 
of Simpson et al. 

be made in terms of wall shear stress. The values of S" deter
mined by the Clauser procedure, are compared with a portion of 
the data of Mickley and Davis, and with Stevenson's corrected 
version of the same, in Table 2. It may be seen that while the 
trends are correctly predicted, the predicted values of S, are 
much higher than those predicted by Mickley and Davis, and 
also higher than Stevenson's corrected values. A similar com
parison for a portion of the data of McQuaid is shown in Table 3. 
Again the predicted values are higher than the reported ex
perimental values. Possible reasons for these discrepancies 
have been presented by Simpson [13] and Heed not be repeated 
here. What is of relevance is the degree of disagreement be
tween various experimenters, and the demonstration of the need 
for both more accurate data and methods to evaluate the aCClll'acy 
of data. 

The present analysis has been limited to a Couette analysis in 
order to focus attention on the physical model. As noted previ
ously, such a restriction is one of convenience, not necessity. 
A more general analysis, based on a modification of the computa
tional procedure of Spalding and Patankar [16], combined with 
the present model has been developed by Powell [17] and Powell 
and Strong [18]. The resultant prediction of the streamwise 
variation of the drag coefficient, S" with downstream distance is 
shown in Fig. 2.4 It may be seen that the agreement is within 
the experimental uncertainty as computed by Simpson et aL 
Also shown is the prediction of Torii et aL [19] based on an in
tegral approach. Except for the case of zero mass transfer, 
t.heir results also agree well with the data. This agreement, 
as discussed previously, should not be surprising. It is simply 
confirmation of the fact that all models have sufficient flexibility 
to reproduce hydrodynamic quantities. A more critical test 
is the heat transfer implications of any given model; to this 
matter we now direct our attention. 

Heat Transfer 
Mathematical Formulation. As in the section on momentum 

transfer, we shall confine the analysis to the one-dimensional 

, Values of S, were determined by the technique of ChouseI' plotting. 
At each station, corresponding to a value of Hex, equation (4) is over
plotted on the data for values of the parameter S,. The S, corre
sponding to the best fit to the data is the plotted value. 
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Table 3 Comparison of analytical and experimental values of the wall 
shear stress for the data of McQuaid [15] for Ua = 50 ft/sec 

s , EXperimC'utal 8
5 

Analytical (x 10 3) 

}le-Quilid 
Station 

Identity Re \' 
,', 

Present 
by Distance x 

S (x lO3) Analysis 
x (inche::;) (x 10. 5) (x 103) 

, 
K",O.44, a"'-1. (~ 

14.5 3.83 1.71 1.3 ( 10%) 1. 70 
21.5 5.61 1.71 1.2 ( 10%) LSD 
28.4 7.42 1.71 L1 ( 10%) 1. 30 
34.2 9,03 loll LO ( 10%) 1. 30 

14.5 3.82 3.24 0.8 ( 30%) 1.26 
21.5 5.67 3.26 0.7 ( 30%) l.Of4 
28.4 7.52 3.26 0.6 ( 30~,) D.92 
34.2 9.02 3.27 D.!l ( 40%) 0,88 

14.5 3.84 4.64 0.5 ( 301,) D.92 
21.5 5.70 fl ,63 0.4 ( 50%) 0.76 
28,4 7.53 !,,63 0.2 (100%) 0,67 
34.2 9.15 4. 6/~ 0.3 ( 70%) 0.66 

14.5 3.88 B.09 0,3 (100%) D.34 
21.5 5,70 8.04 0.3 (100%) D.21 
2B,4 7,65 tI.04 0.3 (100%) 0.15 
34.2 9,13 7.99 0.3 (100%) 0.18 

Bracketed figures denote error e.stim.:ltcS. 

case for simplicity, although we shall relax this restriction \\jWll 

comparing prediction with experiment. 
If cP = CT is the fluid enthalpy, then the distribution of the 

dimensionless enthalpy cp* = (cp, - cp)/(cp, - CPa) is governed 
by the equation 

dcp* = ~t (1 + v*cp*) (Jeff 

dz S,' (J* T + 
(~) 

Here St is the Stanton number defined by 

St = h/(pCUa) 

= J,/pUa(cP, - CPa) 
(n) 

where J, is the heat flux at the wall. The effective Pl'Ilndli 
number, (Jeff, remains to be specified. We assume that the mtio 
of the turbulent diffusivities for momentum and heat, (J" is con
stant and equal to unity. There reHults: 

(jeff 

( . ~",)/( 1 ~m) 1+~ -+-
V (J* V 

(LO) 
(J, 

where u* = (J/u, and where u it; lhe laminar Prand('\ number. 
Equations (4) and (8) can now be integrated to yield an en
thalpy profile. Since we shall not compare enthalpy profile pre
dictions with experiment, however, but only Stanton numbers, it 
is convenient to follow Spalding [20] and introduce the P fUllct.ion 
defined by 

. lUG+ ((Jeff ) (111+ p = hm - - 1 ---:;:: = P(m +,(J) 
Ua+-----'}CQ 0 (j t T 

(ll) 

The P fUllction may be regarded aH a measure of the contribution 
of the viscous sublayer to the overall heat transfer resistance. 
The effect of the limiting process is negligible at the Reynolds 
numbers normally encountered if (J > 0 . .') since in this situa I.ion 
the integral approaches zero rapidly with increasing 1l +. For 
very small (J the boundary layer approximations themselves 
become invalid so we need not consider this case in the present 
paper, 

Equation (8) can be formally illtegl'l1t:ed and the result can be 
rearranged to yield: 

v* 
St = . (12) (1 + ~)(Jt exp (v*(J,p/S:h) - 1 

Since the present mixing-length distribution implies an fuji' 
distribution, it is relatively a simple matter to compute P as fL 
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Fig. 4 St vs. Rex for various mass transfer rates v*/ comparison of the 
present results with the theory of Torii et a l . and the data of Moffat and 
Kays 

function of m + and a* from equations (10) and (11). The 
Stanton number can then be determined from equation (12). 

For zero mass transfer the present model reduces to t h a t of 
Patankar [7], and hence his results for P are identical with the 
present result when m+ = 0. His results have been shown [12] 
to agree well, within the experimental uncertainty, with the 
empirical correlation of Jayatillaka [21]. 

For non-zero mass transfer, the most commonly employed fluid 
is air for which a « 0.7. For this value of a the effect of mass 
transfer on P is shown in Fig. 3. The ordinate is the ratio 
P/Po where P0 is the value of P for m+ = 0, a* = 0.7 and is 
equal to —2.784. I t may be observed that mass transfer has a 
significant effect on the value of P. 

Comparison with Experiment. Fig. 4 shows a comparison of the 
present predictions for Stanton number distribution with the 
data of Moffat and Kays [22]. The predictions are determined 
from equation (12) and the calculated local value of P. The 
predicted shear-stress distribution shown in Fig. 2 was used to 
determine the required wall shear-stress values. The da ta all 
refer to the region relatively far downstream from a simultaneous 
step in mass transfer and wall temperature, a region in which the 
present analysis should be valid. Agreement is seen to be good. 

Also shown are the predictions of Torii et al. [19]. The agree-
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Fig. 5 Hydrodynamic implications of Rolla's model and the present 
result for the prediction of Stanton number for a step change in w a l l 
temperature 

1000 

Fig. 6 Comparison of Stanton number between Rotta's model and the 
present result 

ment is also good, with the exception of the zero-mass-transfer 
case. The implication is tha t data obtained under these condi
tions, i.e., <r « 0.7, v* = constant, and measurement stations far 
downstream from the start of heat and mass transfer, are in
sensitive to the precise details of the model being tested. This 
indeed is consistent with Kays ' observation that Spalding's B 
theory [23], another Couette analysis, also agrees well with the 
data of [22]. 

A far more critical test is the prediction of the Stanton number 
in the vicinity of a step change in wall temperature. Here, be
cause of the thinner thermal boundary laj'er, the viscous sublayer 
and hence the detailed character of the damping function pla3rs 
a more dominant role. The implications of the present model, as 
well as those of the Rot ta model, for this situation are shown in 
Fig. 5. The predicted values were obtained by Powell [24] 
using the method mentioned in the section on momentum transfer. 

Two observations are relevant. First, the agreement between 
the present prediction and the experimental data [25] is excellent. 
This conclusion is supported by a far more comprehensive com
parison between data and experiment by Powell and Strong [18] 
to be reported elsewhere. Secondly, unlike the previous com
parisons, the step wall-temperature change problem does provide 

Journal of Heat Transfer FEBRUARY 1972 / 27 

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 7 Comparison of Stanton number predictions between the present 
model and Torii's result for large Prandtl number 

a method of testing the relative merits of various models; for the 
given experimental conditions the Rot ta model leads to a pre
dicted Stanton number development which is well below the 
experimental development. 

This capacity to distinguish between various models is also a 
characteristic of simultaneous heat and mass transfer at large 
laminar Prandtl numbers. This is shown in Fig. 6 in which the 
ratio of the Stanton number predicted with the Rot ta model is 
compared with the implications of the present model. I t is 
seen that this ratio becomes enormous at large Prandtl numbers, 
with the present model yielding the lower value at large Prandtl 
numbers. (This is not inconsistent with the results presented 
for the step change in wall temperature; at low Prandtl number 
the difference is reversed in sign.) Fig. 7 shows a similar com
parison between the implications of the present model and the 
predictions of the Torii et al. procedure. Again the predicted 
values of Stanton number differ. While it is true that as the 
Prandtl number increases the Stanton number decreases, and 
hence the experimental difficulties in the accurate determination 
of the Stanton number also increase, it is nonetheless also true 
that high Prandtl number data would allow the various models 
to be compared meaningfully. The authors are unaware, how
ever, of suitable data. 

Conclusions 
A damped mixing-length model of the van Driest type has 

been proposed for the transpired turbulent boundary layer. I t 
has been shown that the present proposal agrees with available 
experimental data for both hydrodynamic and heat transfer 
quantities; specifically: 

1 The model leads to accurate prediction of hydrodj'namic 
quantities such as velocity profiles and wall shear-stress distribu
tions. 

2 With the additional assumption of a unity turbulent Prandtl 
number, the model results in accurate heat transfer predictions 
for a range of temperature boundary conditions including the 
step-change-in-wall-temperature problem. 

Finally, the need for simultaneous heat and mass transfer 
data at large laminar Prandtl numbers and the need for turbu
lence spectra data for transpired turbulent boundary layers has 
been noted. 
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Thermal Recovery Factors in Supersonic 
Flows of Gas Mixtures1 

Thermal recovery factors were measured at the stagnation point of a hemispheric probe in 
low-density supersonic jets of helium-argon and hydrogen-nitrogen mixtures. A 
"guard," heater in the probe made it possible to eliminate conduction losses. Radiation 
corrections were small. The final values correspond to adiabatic conditions. With 
jets of mixed gases, experimental recovery factors were as high as 1.6, substantially 
above the free molecide limit for pure gases. It is suggested that these anomalously high 
values are due to the species separation which occurs during the stagnation process and 
which results in concentrations of heavy species in the stagnation zone higher than in the 
free stream. The residts are correlated in terms of the degree of rarefaction and the 
composition of the jet gas. 

Introduction 

IN AN earlier note we reported the strikingly high 
thermal recovery factors which we had obtained in some pre
liminary experiments with argon-helium mixtures in a super
sonic jet [ l ] . 2 More recently, Kutateladze et al. have also ob
served anomalously high recovery temperatures at the stagnation 
point of a probe immersed in a supersonic flow of nitrogen-hydro
gen gas mixtures [2]. There were some essential differences be
tween their experiments and ours but the observed effects in the 
two cases were related. This communication will present the re
sults of a more complete investigation of the phenomenon. 
Measurements were made over a range of free-stream densities 
and compositions at a Mach number of 6.4. A few points were 
taken at a Mach number of 9.25. In addition, some results 
were obtained with nitrogen-hydrogen mixtures. 

This investigation had its antecedents in the observation, first 
reported by Becker and his associates, that samples withdrawn 
through a probe immersed in a supersonic jet of mixed gas were 
substantially richer in the heavy species than was the original 
source gas [3]. Similar observations were later reported by 
Waterman, Stern, and Sinclair [4]. A subsequent investigation 
m our laboratory showed that under many if not most experi
mental conditions a large part of the enrichment or separation 
effect was caused by or occurred during the stagnation process 
at the probe [5]. Recently, Sherman has provided analytic con-

1 This research was made possible by support in part from the 
National Science Foundation under Grant GK 655X and in part from 
the Office of Naval Research through Project SQUID, Contract 
Number 3623 (00), NR-098-038. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, Los Angeles, Calif., November 16-20, 1969, 
of THE AMERICAN SOCIETY OF MECHANICAL ENGINEEBS. Manuscript 
received by the Heat Transfer Division June 24, 1969; revised manu
script received February 1, 1971. Paper No. 69-WA/HT-27. 

firmation of the importance of the probe by showing in general 
that diffusive processes in the free stream could account for only a 
fraction of the separations that have been observed [6]. Sher
man's calculations have been confirmed experimentally by Rothe 
[7] and in our laboratory by Anderson [8]. Both of these in
vestigators avoided probe-induced separation. 

If it is assumed that in a supersonic free jet of a binary gas 
mixture both species are traveling at the same velocity, it follows 
that the heavier of the two will have a higher total enthalpy per 
mole. We reasoned that the stagnation process which results in 
a higher-than-free-stream concentration of the heavier and more 
energetic species at the stagnation point of the probe might also 
result in a stagnation point temperature higher than the total 
temperature of the gas mixture at the source. Studies in our 
laboratory of the velocity distributions of molecular beams ex
tracted from supersonic jets of gas mixtures indicated that for a 
wide range of experimental conditions the assumption of equal 
species velocity in the jet was sound [9]. Accordingly, we set 
out to measure the stagnation point temperature on a probe im
mersed in a supersonic jet of mixed gas. 

Experimental Procedures 
The measurement of true adiabatic stagnation temperature in 

a flowing gas presents some difficulties. The steady-state tem
perature at the probe tip represents a balance between the heat 
supplied by the stagnating gas and any heat losses which might 
occur. There are two primary routes by which heat may be lost 
from the stagnation point. One is by radiation to the surround
ings and the other is by conduction to cooler parts of the probe. 
We minimized the radiation loss simply by keeping the source gas 
at room temperature so that surroundings "seen" by the probe 
were at a temperature lower than the stagnation point only by an 
amount equal to the excess of stagnation temperature over source 
temperature. The radiation corrections were thus small and 
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could be readily estimated and applied. They never amounted 
to more than about 5 percent. 

The losses due to conduction in the probe are more serious and 
less easily circumvented. Because on a hemispheric probe the 
recovery temperature decreases substantially with distance from 
the stagnation point the resulting tempemture gradient in the 
probe can cause large eITors in stagnation point recovery tempera
ture measurements. Hickman attempted to minimize this con
duction eITor by mounting a thermocouple on a hemispherical shell 
of thin (0.005 in.) glass [10]. Even so his measured temperatures 
were always slightly below the true values. "IN e wanted to make 
measurements under even more rarefied conditions where the 
lower rate of heat transfer from gas to stagnation point intensifies 
the problem. After a few vain attempts to construct probes of 
materials with low thermal conductivity we took a new tack 
whic.h culminated in a probe whose design is shown in Fig. 1. It 
comprised a 6.35-mm-dia copper shell, a 1.59-mm-dia fiberglass 
or plexiglass insert and a 0.64-mm-dia chromel-alumel thermo
couple junction in the plastic insert at the stagnation point. 
Another thermocouple was located in the copper shell at the 
shoulder of the probe. An 80-ohm electric resistance heater was 
located aft at a sufficient distance to avoid any aerodynamic 
interference with the bow flow. (Absence of such interference 
was established by tests in which it was found that changing the 
position of the heater made no difference in observed recovery 
temperature under otherwise identical conditions.) The purpose 
of the heater was to increase the temperature of the probe shell 
until it was the same as the stagnation point temperature. At 
steady state under these conditions there should be no conduction 
loss and the stagnation point thermocouple should thus reflect 
the true adiabatic recovery temperature except for the small 
cOITection due to radiation. The high thermal conductivity of 
copper assured uniformity of probe body temperature, at least in 
the forward section of the probe. Actually there remained a small 
residual conduction loss from the stagnation point to the plastic 
insert. Because of its finite size the insert extended away from 
the stagnation point and was exposed to a region of slightly lower 
recovery temperature. Because of its relatively low conduc
tivity the plastic was able to support at least part of the small 
temperature difference between the stagnation point and the part 
of the plastic expo~ed to a lower recovery temperature region. 
Thus, there could have been a small flow of heat froill the stagna
tion point (and al~o from the copper shell which in the steady 
state was at the same temperature as the stagnation point) 
through the plastic to the boundary layer gas in the region of 
lower recovery temperature. Our most careful estimates of this 
effect indicated a correction of only 0.4 deg C. Moreover, its 
magnitude was not much affected by the gas density so we ap
plied the same correction, which amounts to 0.0015 in the re
covery factor, to all the data. 

In actual practice we did not attempt to adjust the power to the 
heater so as to achieve coincidence of the tip and shoulder tem
peratures. The very large time constant of the system pre
cluded this method. Under typical conditions the probe re
quired from 1 to 2 hr to reach a steady state. Consequently, we 
chose to let the probe come to a steady-state temperature at 
several power settings and then to plot the tip temperature 
against the shoulder temperature for each power setting. The 
intersection of the resulting curve with the 45 deg line represent
ing equal probe and tip temperatures gave the adiabatic stagna
tion temperature. The curve was in fact always a straight line 
and we soon learned that two points were sufficient to determine 
it. Because the intersection of the two lines was at an acute 
angle it was essential that the tip and shoulder thermocouples be 
well calibrated with respect to each other. A small error in either 
temperature could result in a large shift in the point of intersec
tion. For this reason special care was taken to eliminate any 
spurious effects. The chromel-alumel thermocouple wires were 
taken from the same spool and cut to the same length. No in-

30 / FEB R U A R Y 1 9 7 2 

C 18 --=t=.~ 25~--1-r 
. -- -- ._ .. - 6.35 

PROBE 

HEATER 
(0) 

PLEXIGLAS OR 
FIBERGLAS INSERT 

(b) 

f-------'~ 

NOTE: ALL 
DIMENSIONS 
IN mm. 

Fig. 1 Schematic diagram of adiabatic probe 

termediate metals were placed in the circuit. Ai; the beginning 
and end of each test run, when the temperature of the probe 
became uniform, the temperatures indicated by each thermo
couple were read and compared. Differences between the two 
were tolerated only if they were less than 0.025 deg C. Some 
probes had to be discarded because they developed small emfs of 
unknown origin. All emis were measured on a millivolt po
tentiometer (Leeds and Northrup, Cat. No. 8686, Range 0-100 
mv, L.C. 0.005 mv). No attempt was made to get an absolute 
calibration of the thermocouples except to ascertain that there 
was agreement to within less than 1.0 deg C with the NBS tables 
at the ice point and the steam point. 

Unfortunately, there was no way to make absolutely sure that 
the probe as used gave true values of the adiabatic recovery 
temperatures under the conditions we studied. "IN e can say that 
in the low-density continuum regime with pure gases the stagna
tion temperature measured with the probe matched within 0.5 
deg C the temperature in the nozzle plenum chamber. More
over, in completely free molecule flow at jVlach numbers greater 
than 5 the recovery temperature at the shoulder should equal that 
at the tip so that no error would be introduced by our technique 
if in fact it could be applied at such low densities. "IN e simply 
have to assume that the probe behaved properly in the inter
mediate regime where we made our measurements. As will 
emerge presently, the overall consistency of our results and the 
magnitude of the effects we observed seem to provide some 
credibility for this assumption. There are no doubt improve
ments which could be achieved in design and construction of the 
probe. Accuracy would be increased if the insert between the 
staO"nation thermocouple and the copper shell were made of 
low~r-conductivity material because this would result in a larger 
initial temperature difference between tip and shoulder and thus 
in a better definition of the intersection of the curves relating the 
two temperatures. "IN e used plexiglass because it is easily ma
chined and has a relatively low thermal conductivity. For 
some of the runs the recovery temperature exceeded 100 deg C 
and the plexiglass softened. In such cases we used a geo
metrically similar probe in which the insert was made of an epoxy
based fiberglass. The results with this probe were slightly less 
accurate because the thermal conductivity of fiberglass is ap
proximately twice that of plexiglass. If one could find a low
conductivity material which could be fabricated and which 
could withstand high temperatures there seems to be no reason 
in principle why probes of this general type could not be used at 
much higher temperatures provided appropriate allowance for or 
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Fig. 2 Structure of a free jet from sonic throat 

avoidance of radiation effects could be achieved. I t would also 
be desirable to decrease the thermal capacity of the probe 
assembly. We found the slow response very costly in terms of 
both time and materials (gases). I t is primarily for this reason 
that we did not at tempt to cover a more comprehensive range of 
conditions. In this connection one possibility that we did not 
explore was the use of a time-temperature relation to determine 
the equal temperature point. I t might be that one could follow 
the time history of each temperature for a given heater power and 
extrapolate to the intersection point. If this method works it 
would seem likely to result in substantial economies. 

In addition to the probe the other important feature of the 
apparatus was the flow field in which the probe was immersed. 
It was produced by expanding gas from a sonic nozzle into a con
tinuously evacuated tank. Fig. 2 shows a schematic diagram of 
the jet from such a nozzle together with the associated Mach 
number distribution along the axis. The structure of such jets 
has been thoroughly documented for continuum conditions bj r 

numerous investigators so that one can with some assurance 
assert the state of the gas at any point along the centerline. 
Sherman and Ashkenas and Sherman have summarized the state 
of our knowledge [11, 12]. Suffice it to say that most of our 
measurements were made with the probe on the axis at a distance 
of 3 nozzle diameters, i.e., "flow" diameters as determined from 
actual measurements of nozzle discharge coefficient. This dis
tance corresponds to a Mach number, confirmed by pitot measure
ment, of 6.4 for the argon-helium mixtures. I t should correspond 
to a Mach number of 4.85 for the nitrogen-hydrogen mixtures if 
their effective specific heat ratio were Vs. In actual fact, there 
is evidence from molecular beam velocity measurements in our 
laboratory that the rotational energy of hydrogen does not relax 
completely during the expansion so that the effective Mach 
number is not 4.85. We will enlarge on this point later. There 
is also the possibility that the translational temperature might 
not relax completely during expansion. From the results of 
Anderson and Fenn we estimate that this was not a problem in 
most of the data presented here [13]. Only when the source 
Pressure was 5 torr or less would there have been a Mach number 

deficit." In the worst case, pure helium at 5 torr, the true 
Mach number was probably only 5.8. We made no at tempt to 
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Fig. 3 Effect of nozzie size on recovery factor 

allow for this by changing the probe location and we ignored 
possible corrections in reducing the data for the few points at 
this low pressure. We will also report some argon-helium results 
with the probe located at an axial distance of 5 nozzle diameters 
which corresponds to a Mach number of 9.25. In this case the 
source pressure was sufficiently high that there was no danger of 
a Mach number deficit. I t should be noted that it is not really 
the location of the probe body but the front surface of the bow 
shock which determines the Mach number of the flow entering 
the shock. The values of shock detachment distance involved in 
this "correction" to the probe location were obtained from the 
theoretical analysis of Serbin which has been confirmed by ex
periment [14]. 

A more serious problem stems from the divergence of the flow-
streamlines which results in radial as well as axial Mach number 
gradients. Because our interest was confined to the stagnation 
point we were not so concerned with the latter. However, the 
relatively large diameter of the probe made the former a matter 
of some apprehension. I t is clear that the importance of radial 
gradients depends directly on the relative size of the probe and 
the nozzle. The smaller the probe or the bigger the nozzle the 
less should be any possible effect. Because of fabrication dif
ficulties we could not easily make the probe much smaller than 
it was. We could, however, vary nozzle diameter and determine 
directly its effect on the apparent stagnation temperature. In 
Fig. 3 are shown results obtained with five different nozzles under 
otherwise comparable conditions. I t appears that for our probe 
at a distance of 3 nozzle diameters the effect of nozzle size be
comes negligible for nozzles larger than about 3 mm in diameter. 
All of the results reported here were obtained with the 3.3-mm 
nozzle, the smallest one on the flat part of the curve in Fig. 3. 
I t is important to use the smallest nozzle which gives reliable 
results in order to achieve the largest possible nozzle Reynolds 
numbers at the highest possible pressure ratios. For a given 
pumping speed, the smaller the nozzle the smaller is the mass 
flow and the higher is the pressure ratio for a given Reynolds 
number. 

The test chamber and associated gear were identical with those 
used by Reis and Fenn [5]. However, additional pumping speed 
was provided in the form of a 16-in-dia jet booster oil pump 
(Stokes series 150) backed by three large mechanical pumps (2 
Stokes 412 H and 1 Kinney 220 K D H ) . This system sufficed 
to maintain a pressure ratio across the nozzle in the range from 
380 to 2000 under all conditions of source pressure and gas 
composition. The pressure ratio was always high enough to 
insure that the Mach disk was well downstream of the probe 
and that the background gas did not penetrate the jet [15]. 
Nozzle-probe distances were measured with a Gaertner cath-
etometer (L.C. 0.05 mm). 
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Results 
The data for argon-helium mixtures are summarized in Table 1 

in terms of source pressure, composition, and observed stagnation 
temperature. Also shown are the associated derived quantities 
including the corrections due to radiation and conduction, the 
thermal recovery factor r, and the free-stream probe Knudsen 
number Knra. The recovery factor was computed from the usual 
relation: 

To - Ta 
(1) 

where Tt. is the measured stagnation temperature, To is the source 
temperature, and ?'„ is the free-stream static temperature of the 
gas as it enters the bow shook wave. The last of these quantities 
was obtained from the standard Mach number relations assuming 
isentropic expansion from the source. The probe Knudsen 
number Kn„ was taken as the ratio of the mean free path in the 
free stream immediately ahead of the bow shock wave to the 
probe diameter. There are, of course, some conceptual difficulties 
in connection with the mean free path in a gas mixture, especially 
at the low static temperature in the high Mach number jet. What 
we did was to assume the kinetic theory relation: 

X M 
0.499/M/.,, 

(2) 

where X is the mean free path, p the density, u. the viscosity, and 
um the mean thermal velocity. We applied this relation to the 
gas at the source condition and then multiplied the resulting 
value of X by the density ratio po/p„ corresponding to the free-
stream condition assuming isentropic expansion. The viscosity 
was. determined for the mixtures from the data of Iwasaki and 
Kestin [16]. This procedure for computing Knudsen number 
amounts to assuming that the gas mixture is made up of hard-
sphere molecules with a cross section equal to that of a pure gas 
of the same viscosity having a molecular weight equal to the con
centration-weighted mean for the mixture. Such a Knudsen 
number is a somewhat arbitrary measure of the degree of rarefac
tion and is defensible mainly because its computation is straight
forward and unequivocal even though its physical meaning may 

Table I Thermal recovery factor data for argon-helium mixtures {To ^ 25 

degC, D N = 3.31 mm. Dp = 6.35 mm) 

Comp. PQ 

(% He) t o r r ( m e a s . ) 
°C 

( m e a s . ) ( c o r r . ) 

M„ = 6 . 4 
(L/D ' - 3) 

K, " 3 . 2 5 
(L /D ' - 5) 

0 

20 

50 

80 

90 

95 

100 

50 
50 

90 

100 

5 
8 

10 
20 

10 
20 
30 

7 
10 
20 
40 

5 . 5 
10 
20 
40 

5 . 5 
10 
20 
40 

5 . 5 
10 
20 
30 

5 
7 

10 
15 
20 
30 

1 5 . 3 
30 

24 

30 

800 
1130 
1220 
1920 

1150 
1630 
1880 

737 
870 

1110 
1290 

470 
610 
740 
770 

420 
540 
610 
650 

390 
500 
570 
590 

380 
430 
470 
500 
520 
560 

1040 
1220 

625 

560 

0 . 0 9 2 
0 . 0 5 8 
0 . 0 4 6 
0 . 0 2 3 

0 . 0 5 2 
0 . 0 2 6 
0 . 0 1 7 

0 . 0 9 3 
0 . 0 6 5 
0 . 0 3 2 

. 0 . 0 1 6 

0 . 1 5 9 
0 . 0 8 8 
0 . 0 4 4 
0 . 0 2 2 

0 . 1 8 4 
0 . 1 0 1 
0 . 0 5 1 
0 . 0 2 5 

0 . 2 0 3 
0 . 1 1 2 
0 . 0 5 6 
0 .037 

0 . 2 5 2 
0 . 1 8 0 
0 . 1 2 6 
0 . 0 8 4 
0 . 0 6 3 
0 . 0 4 2 

0 . 1 1 9 
0 . 0 6 0 

0 . 1 1 9 

0 . 1 1 9 

3 4 . 4 
3 1 . 4 
2 8 . 5 
2 8 . 2 

4 0 . 5 
3 2 . 5 
3 0 . 5 

8 2 . 0 
7 1 . 0 
5 0 . 5 
3 8 . 0 

1 7 0 . 5 
1 3 0 . 5 

8 9 . 5 
5 4 . 5 

1 8 9 . 0 
1 5 0 . 0 
1 0 5 . 0 

6 0 . 5 

1 7 9 . 0 
1 3 8 . 0 
1 0 1 . 0 

7 7 . 0 

6 3 . 0 
5 3 . 0 
4 5 . 5 
3 7 . 8 
3 1 . 0 
2 7 . 5 

7 8 . 9 
5 7 . 0 

1 3 0 . 5 

3 6 . 5 

1 . 0 3 2 
1 .014 
1 .012 
1 .016 

1 .053 
1 .028 
1 .017 

1.194 
1 . 1 5 6 
1 .086 
1 .044 

1 .499 
1 .376 
1 .224 
1 .106 

1 .567 
1 .436 
1 . 2 7 0 
1 .125 

1 .534 
1.407 
1 .260 
1 .174 

1 .135 
1 .097 
1 .063 
1 . 0 4 3 
1 . 0 2 5 
1 .012 

1 .178 
1 .102 

1 . 3 6 1 

1 .037 

1 .036 
1 .016 
1.014 
1 . 0 0 8 

1.057 
1 .030 
1 .019 

1 .204 
1 .164 
1 .089 
1 .046 

1 .525 
1 .388 
1 .229 
1 .108 

1 .594 
1 .449 
1 .276 
1 .128 

1 .556 
1 .418 
1 .265 
1.177 

1 .139 
1 . 1 0 0 
1 .065 
1 .045 
1 .027 
1 .014 

1 .184 
1 .105 

1 .367 

1 .039 

M 
t>.4 
6.4 
6 4 

9.?5 
9.J5 

GAS 
ARGON-HELIUM 
PURE HELIUM 
PURE ARGON 
ARGON-HELIUM 
PURE HELIUM 
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Fig. 4 Recovery factors for argon-helium mixtures 

not be without ambiguity. The data of Table 1 are displayed in 
Fig. 4 as plots of observed recovery factor for each source gas 
composition against the rarefaction parameter (Kn/M)« which 
we have found effective and which will be described later. The 
striking feature of this plot is the marked increase in recovery fac
tors obtained with gas mixtures as compared with pure gases. 
In some cases values were obtained substantially in excess of the 
theoretical value at the free molecule limit. Most of the mix
tures with low concentrations of argon gave higher values of the 
recovery factor than the richer mixtures. In order to elucidate 
the concentration effect we show in Fig. 5 cross-plots at constant 
Knudsen number of recovery factor against gas composition. 
These indicate, at each density level, a pronounced peak in re
covery factor at an argon concentration of about 12 percent. 

The data for nitrogen-hydrogen mixtures are summarized in 
Table 2. These were all obtained at a single-probe Knudsen 
number in order that the composition dependence of the recovery 
factor could be established without the necessity of cross-plotting. 
In computing Knudsen number Waldmann's data for the vis
cosity of nitrogen-hydrogen mixtures were used [17]. The results 
are displayed in Fig. 6 which shows recovery factor against gas 
composition. The curve is very similar in shape to those for 
helium-argon mixtures in Fig. 5 but the peak occurs at slightly 
lower concentrations of the heavy species, i.e., 7 percent as op
posed to 12 percent. In connection with the reduction of the 
hydrogen-nitrogen data there is a problem in choosing the ap
propriate value of the free-stream static temperature in order to 
compute the recovery factor. Studies in our laboratory of 
velocities and velocity distributions in molecular beams extracted 
from small supersonic free jets at Reynolds numbers in the range 
of the present experiments have indicated tha t in hydrogen, and 
even to some extent in nitrogen, internal energy of rotation does 
not completely relax during the expansion process [9]. We have 
found that for hydrogen and hydrogen-rich mixtures the expan
sion can be reasonably characterized by assuming a 7 of 7/s up to 
Mach number 1, i.e., to the throat of the nozzle, and a y of 5A • 
thereafter. On this basis the effective Mach number at 3 nozzle 

Table 2 Thermal recovery factor data for nitrogen-hydrogen mixtures 

(T0 ~ 25 deg C, D N = 3.31 mm, Dj> = 6.35 mm) 

Comp. 
(%H2) 

To 
t o r r 

Kn T r 
(meas . ) 

°C 

r 
(meas . ) 

Ar 
( r a d . ) 

Ar 
( c o n d . ) 

r 
( c o r r . ) 

r 
(Y - 5 / 3 , 
M - 6.41 

90 
95 

10.9 
12.5 
13.2 
13.8 
14.3 
15.0 

96.5 
147.4 
157.4 
159.0 
115.5 

4 5 . 0 

1.292 
1.495 
1.544 
1.538 
1.366 
1.080 

0.0032 
0.0047 
0.0056 
0.0047 
0.0020 
0.0002 

1.297 
1.501 
1.551 
1.544 
1.370 
1.081 

1.335 
1.575 
1.625 
1.631 
1.426 
1.095. 

PROBE WAS LOCATED SO THAT BOW SHOCK WAS AT 3 FLOW DIAMETERS FROM 
NOZZLE EXIT. IF V " 7/5, MACH NUMBER IS 4.85. IF 1 - 5/3, MACH 
NUMBER IS 6.4 (LAST COLUMN ON RIGHT). 
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Fig. 5 Composition effects for argon-helium mixtures 

diameters is 6.4 rather than 4.85 and the effective translational 
free-stream static temperature is 22.5 deg K instead of 47.5 deg K. 
If we further assume that the rotational energy, corresponding to 
the static temperature at Mach number 1, is "recovered" at the 
stagnation point then we obtain the apparent recovery factors in 
the last column of Table 2. This procedure amounts to defining 
the recovery factor by: 

h„ (lkTr/2) - [(5kTtrJ2) + kTTOt*] 

h - h„ (7kT0/2) - [(5kTtrJ2) + kTI0t*] 
(3) 

where subscripts " t r " and "ro t" stand for translational and rota
tional and the other subscripts retain their previous meanings. 
The asterisk indicates Mach number 1 and h stands for average 
enthalpy per molecule. I t is clear from the table that this ap
proximation results in slightly higher values of recovery factor 
than the "equilibrium" values obtained by assuming completely 
relaxed expansion. (Note that the equilibrium values are the 
ones shown in Fig. 6.) Our reason for laboring this point will 
emerge in the discussion. 

Discussion 
We now face the problem of trying to explain the high values of 

recovery factor which we have observed. As we indicated in our 
preliminary note there are several possible mechanisms which we 
can contemplate. Prerequisite to all of them is the assumption 
that the heavy species has more energy per molecule in the free 
stream than the light species. This assumption is valid if the 
expansion takes place without "slip" between the heavy and 
light species, i.e., the free-stream convective velocities and static 
temperatures of both species are the same. The measurements 
of velocities in beams extracted from jets indicate that under the 
conditions of the present experiments there is in fact fairly com
plete velocity equilibration between the species in the jet [IS]. 
Therefore, we can explore the possible means by which the 
excess energy of the heavy molecules can be reflected in the 
realization of higher temperatures at the stagnation point than 
equilibrium thermodynamic considerations would seem to permit. 

If the gas in the stagnation region is sufficiently rarefied the 
energy transfer to the probe surface will be determined by the 
nature of the molecule-surface collision process and will not be 
characterized primarily by bulk gas transport properties, i.e., 
thermal conductivity. I t is well known that the efficiency with 
which a molecule can exchange energy with a surface depends 
upon the mass of the molecule. In the case of "engineering" 
surfaces of the kind which we might expect on our probe Stickney 
has shown that the thermal accommodation coefficient of argon is 
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Fig. 6 Composition effects for nitrogen-hydrogen mixtures 

almost twice that of helium [19]. Recent measurements by a 
different technique in our laboratory confirm this relation [20]. 
Thus, if the stagnation density is low enough so that temperature 
jump effects can occur or the heat transfer is essentially free 
molecule in nature the higher accommodation coefficient of the 
heavier and more energetic species could account for higher than 
equilibrium values of the recovery temperature even if both 
species were at the same relative concentrations in the stagnation 
region as at the source. Tha t is to say, the heavier and hotter 
species could deposit energy at the probe surface faster than the 
lighter and cooler species could remove it. There are two reasons 
for believing that this explanation cannot account completely 
for the observed effects. In the first place the evidence seems to 
indicate that the high recovery temperatures occur even when 
the probe is well into the continuum flow regime. Fig. 4 shows 
that recovery factors are substantially above 1 for gas mixtures 
at probe Knudsen numbers for which there is essentially no rare
faction enhancement of the pure gas recovery factor. Moreover, 
total pressure measurements, by John Chang in our laboratory, 
with a pitot probe identical with the temperature probe in size 
and shape, indicate no viscous correction over almost the entire 
range of composition and density covered in the present work [21]. 
There was only a slight viscous enhancement of observed stagna
tion pressure at the highest probe Knudsen numbers which we 
encountered. These observations imply that the rarefaction 
was never great enough for heat transfer to the probe surface to be 
dominated by accommodation efficiency of molecule surface in
teractions. I n the second place, stagnation zone gas under our 
experimental conditions is definitely and substantially richer in 
heavy species than the source gas. This conclusion follows from 
the results of Reis and Fenn [5] and has been confirmed by 
measurements of stagnation zone composition for mixtures under 
the present experimental conditions with a probe of the same size 
and shape as the temperature probe. These latter measurements 
were also made by Chang in our laboratory [21]. I t seems only 
reasonable to associate the high recovery temperatures with the 
enrichment in heavy species which occurs during the stagnation 
process. As we have already mentioned, the velocities of both 
light and heavy species are essentially the same as they enter the 
bow shock. If enrichment of the heavy species occurs in the post-
shock zone without complete loss of its excess kinetic energy then 
the stagnation recovery temperature should be higher than the 
equilibrium value. Collision cross sections for energy exchange 
between molecules are not markedly different from those for 
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diffusion. Consequently, the occurrence of heavy species en-
enrichment implies also the absence of complete energy exchange 
between the two species. 

I t should be recalled tha t the presence of excess heavy species 
in the stagnation zone can be due in part to diffusive separation 
in the free jet. We have already noted that Sherman has pro
vided a theoretical analysis of this separation which has been 
quantitatively confirmed by the measurements of Rothe [7] and 
those of Anderson [8]. Tha t this separation can result in high re
covery factors is shown in the work of Kutateladze and his co
workers. Indeed, all of their recovery temperature results were 
obtained at nozzle Reynolds numbers (based on stagnation gas 
properties and throat diameter) less than 200, low enough for 
substantial diffusion separation. Our own measurements were 
for the most par t at much higher Reynolds numbers, i.e., in the 
range of 200 to 2000. Only three of the points were at Reynolds 
numbers below 400 but in those cases there was some diffusive 
separation. Therefore, we undertook an estimate of the possible 
contribution to recovery temperature which might result from 
diffusive separation in the jet. By Sherman's method we com
puted the centerline composition in the jet at the probe location 
[6]. We assumed that the heavy species velocity was equal to the 
isentropic free-stream velocity. This assumption is, of course, 
optimistic because there could in fact be no separation in the jet 
if the species velocities were the same as for the isentropic case. 
We then computed the centerline total enthalpy and assumed 
that it was completely recovered at the stagnation point. Even 
with the heavy bias in favor of increased stagnation temperature 
incorporated in this calculation only about half of the observed 
excess recovery temperature could be accounted for under the 
most favorable condition. In most cases the possible contribution 
was substantially less. 

We are consequently persuaded tha t at least a large part of the 
observed excess in recovery factors must be accounted for by the 
same stagnation process which causes probe-induced enrichment 
of the heavy species. Unfortunately, there is essentially no 
theory for probe-induced enrichment which might provide a basis 
for predicting the recovery factors which have been observed. 
However, we did have some success in developing an empirical 
correlation of our results which could be useful in estimating the 
magnitude of the effect. I t may also furnish some clues as to the 
mechanisms involved. 

I t is easy to show from the conservation equations that if there 
is no energy exchange between the two species after they enter 
the bow shock and before they reach the stagnation point and if 
they are both at the same velocity and static temperature as they 
enter the bow shook wave, the following relation holds: 

K 

where r is the recovery factor, h, is the average total enthalpy per 
molecule of mixture at the stagnation point, hm is the average 
static enthalpy per molecule of mixture in the free stream, /;0 is 
the average total enthalpy per molecule of mixture in the free 
stream (for isentropic expansion it is the same as the average 
molecular enthalpy in the source), ms is the mean molecular mass 
at the stagnation point, and m„ is the mean molecular mass in the 
free stream. These average molecular enthalpies can be replaced 
by their corresponding temperatures for monatomic gases but not 
for polyatomic gases unless the internal temperatures are at 
equilibrium with the kinetic or translational temperatures. We 
assume this is always the case at the stagnation point but, as we 
have already indicated, it is not necessarily so in the free stream. 
Moreover, as has been observed by Anderson [22] and Miller 
[23], the heavy species in a jet of mixed gas maj ' have a static 
temperature substantially higher than the light species even 
though velocity equilibration may have occurred. We have not 
tried to account for this possibility in our considerations but 
there is little doubt that it is a contributing factor. 

We now seek a normalizing factor which will permit comparison 
and correlation of results for various mixtures under various ex
perimental conditions. By somewhat arbitrary intuition we sug
gest that the maximum possible recovery factor would result if 
each component of the mixture were to be stagnated isentropically 
and separately, i.e., with no energy exchange between com
ponents. For this fictitious and presumably ideal stagnation 
process we can write from the standard Mach number relations 

y - 1 \y~1 

nH» I 1 + — — M H
2 , ,r 

nBs \ 2 / A H . 

.(1+5L_jMH.y 

nLs 

MI™ ( 1 + ±~^>~ M L : 

J - 1 \ T - 1 

(5) 

where n is number density of molecules, i\r is mol fraction, M is 
Mach number, and j specific heat ratio. Subscripts H and L 
identify the heavy and light species and the other subscripts re
tain their previous meanings. I t should be noted that the Mach 
number for each species is different and is not the same as the 
mean or equilibrium Mach number in the free stream. If both 
species are at the same velocity and static temperature in the free 
stream 

M i 
1 1 in 

and M L = M - J W L (6) 

where m is the molecular mass as before. 
From equations (4), (5), and (6) it is straightforward to com

pute the ideal maximum recovery factor which we identify by rM 

where the subscript "nc" indicates "no coupling" between the 
species during this ideal stagnation process. Of course, the 
stagnation process through the bow shock on a probe in a super
sonic stream is far from isentropic. The amount of entropy 
generation will depend at least upon the free-stream Mach num
ber. Nevertheless, this fictitious ideal stagnation process can 
serve as a useful reference condition. In Fig. 7 is shown by the 
solid curve the ideal recovery factor rno computed by the method 
we have outlined, as a function of free-stream composition for 
argon-helium mixtures at a free-stream mean Mach number of 
6.4 corresponding to conditions in the experiments we have al
ready reported. Also shown on the dashed curve are the points ; 
from a cross-plot of the experimental data corresponding to ob
served recovery factors for a free-stream Knudsen number of 0.15 
as defined earlier. As might be expected the experimental points 
are far below the "theoretical" ones but the similarity in shape :• 
for the two curves is provocative. 

We now write: 
(4) 

7*ob8 — ?'pg ~T %v'i\ 1) (7) 
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Fig. 8 Correlation of recovery factors 

where the subscript "pg" stands for pure gas and "obs" for the 
observed value. This equation simply states that the observed 
recovery factor will be equal to the value for a pure gas at the 
same Knudsen number plus some fraction x of the increment in 
recoveiy factor that could be achieved by the ideal stagnation 
process we have outlined. Rearrangement of equation (7) gives 

? obs ? ps 

''no - 1 
(8) 

The question now is what determines the value of xt We can be 
intuitively certain that it will depend primarily on the number and 
effectiveness of collisions between the two species during stagna
tion. We therefore expect that it will depend upon the probe 
Knudsen number, the free-stream Mach number, the molecular 
mass ratio of the two species, and the composition of the mixture. 
From the curves obtained by cross-plotting the argon-helium 
data as shown in Fig. 5 we found that x was extremely linear in 
JVH0,4) the mol fraction of heavy species to the 4/io power. An 
identical dependence was found for the nitrogen-hydrogen mix
tures. We have been unable to rationalize this dependence but 
we accept it as empirically true over the range of our conditions. 
We note that x should be inversely proportional to the efficiency 
with which energy is exchanged upon a collision between a light 
and heavy molecule. From mechanics this efficiency is repre
sented by BH>»L/(™H + »«L)2 for simple hard-sphere molecules. 
In our work with molecular beams and rarefied flows we have 
found that the parameter K n / M , in this case the probe Knudsen 
number as previously defined divided by the free-stream mean 
Mach number, a most useful correlating parameter. I t represents 
a sort of inverse Reynolds number. In view of these observations 
we plot the group (/'obs — rpg)??tH'«L/()'iio — l)ArH°-4(mH + ?»L)2 

against K n / M for all of our experimental data. The results are 
shown in Fig. 8. 

I t is apparent that the correlation is quite effective in its ability 
to collect on a single curve a fairly wide range of experimental 
observations, of Figs. 4, 5, and 6. We would point out tha t it is 
quite sensitive in that it is on a rectilinear and not a logarithmic 
plot. Moreover, it is in terms of the increment in the recovery 
factor which is only a fraction of the recovery factor as a whole. 
It should be noted that the solid circle represents an average of all 
five of the nitrogen-hydrogen results. They were all obtained 
at a single value of K n / M . We would point out, however, tha t 
four of the five were within about 5 percent of the average. The 
fifth was about 15 percent off. The explanation may be tha t the 
fifth point was for the mixture richest in nitrogen (33 percent). 
Consequently, rotational relaxation may have been more com
plete since nitrogen relaxes much more rapidly than hydrogen. 
In this connection we mention again the fact that for the nitro
gen-hydrogen mixtures the computation of all the quantities in 
the correlation assumed tha t the specific heat ratio was 7/s to the 
nozzle throat and °/3 thereafter. These are certainly crude 
approximations. 

I t would be risky to put much confidence in the correlation 
beyond the range of experimental conditions covered in this in
vestigation. Much more data would have to be fed into it before 
it could be considered even empirically as a reliable means of pre
dicting recovery factors in gas mixtures. Until such additional 
data become available the correlation represents essentially the 
only way of estimating recovery factors in the continuum end of 
the transition flow regime. For such purposes of estimation the 
following equations are reasonably accurate representations of the 
curve in Fig. 8: 

Ooba — '•ne)mH?reL 

(»•„„ - l)iVH°-4(TOH + TOL)2 
2.10 Kn/Mco Kn /M, , < 0.01 

(9) 

' Kn \ 
= 0.081 + 0.031 log,0 I — ) Kn/Mco > 0.01 (10) 
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Spectral Radiation from Alumina Powder 
on a Metallic Substrate 
Normal spectral radiation was measured in the range of 1 to 10 p from layers of 03-JX 
alumina powder of various thicknesses and compactions resting on a platinum substrate. 
The substrate was heated and the layer lost heat from its upper surface by radiation and 

free convection. The measurements are compared to the predictions obtained from the 
two-flux theory applied on a spectral basis, in combination with the equation of conduc
tion. Qualitative correspondence is indicated but the magnitudes of the predicted and 
measured radiation differ by as much as 40 percent. The inference is that the specifi
cation of optical properties is not quite correct and that the thermal conductivity of the 
powder layer is substantially less than expected. 

Introduction 

L I HERE is considered the particular problem of the 
specification of the radiation emerging from a layer which scatters 
and absorbs radiation and also conducts heat, one side of this 
layer being in contact with a hot metal surface and the other 
losing heat by radiation to the surroundings. Data are pre
sented in the range from 1 to 10 jx for the radiation emerging 
normally from a layer of 0.3-^i-dia alumina powder of a few thick
nesses and compactions, situated on a platinum substrate. The 
size of the particles, combined with the properties of the alumina, 
produces a large variation in the emergent radiation over the 
spectral range that is examined. 

These results can be used to appraise how well they can be 
predicted from the optical properties of the alumina, the thermal 
conductivity of the layer, and the size of the particles. With 
such information (it turns out that it is probably not well enough 
known in this case), the problem is to solve the equations of trans
fer for the radiation field, in conjunction with the conduction 
equation. The complexity of the equations of transfer has led 
to a number of simplifications, indicated by Hottel and Sarofim 
[1] ' ; the one chosen here is the assumption of a diffuse distribu
tion for both the forward and backward radiation and the con
sequent specification of the familiar two-flux model. This 
model, though of questionable applicability for small optical 
thicknesses, does provide for a relatively simple calculation 
for the spectrally dependent radiation fluxes. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, New York, N. Y., November 29-December 
3, 1970, of THE AMERICAN SOCIETY OF MECHANICAL ENGINEERS. 
Manuscript received by the Heat Transfer Division August 13, 
1970; revised manuscript received April 9, 1971. Paper No. 70-
WA/HT-14. 

Data 
The layer was contained in a Vs-in-deep l 1 /,-in-dia depression 

in a stainless steel plate, with a 1-mil-thick platinum sheet 
placed between the layer and the stainless steel, the steel being 
heated by irradiation from a furnace, and the temperature 2\ of 
the platinum being measured by a thermocouple. A 40-gage 
chromel-alumel thermocouple, stretched across a fork, was used 
to estimate surface temperatures T% by approaching the surface 
from above. These temperatures are cited, but are probabl3r too 
low. 

Narrow-angle optics gathered radiation in essentially the nor
mal direction from a spot at the center of the disk of powder and 
directed the energy into a conventional monochromator and de
tector system. A tilting mirror provided for a reference sight on 
a cavity maintained at a temperature near that of the platinum. 
The results are presented as an apparent emittance, e\ = -wINl 
EBCTI), and they are shown in Fig. 1 for the four samples speci
fied in Table 1. The powder was Linde A, 0.3-jU high-purity 
alumina abrasive. The emittance of the platinum substrate, . 
which is discussed in the next section, is also shown in Fig. 1. 

Because the scattering efficiency of the particles is large at 
short wavelengths, the emittance is low there. At the long 
wavelengths, the scattering efficiency is small and the absorption 
efficiency becomes large, and in consequence the emittance be
comes large. The results for sample 1 illustrate this; these re
sults have been connected by a curve to assist in the examination . 
of Fig. 1. The density of sample 2 is the same but it is five times 
as thick and the increased optical depth decreases the apparent 
emittance at short wavelengths because of the greater scattering, 
while at long wavelengths the apparent emittance is reduced 
primarily because of the lower temperature near the surface of 
the sample. In sample 3 the compaction is increased and there 
are more particles in the layer; there is a further decrease in : 

36 / F E B R U A R Y 1 9 7 2 Transactions of the ASME Copyright © 1972 by ASME

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0.8 

0 .6 

0.5 

0.4 

0.3 

0.2 

* 
0.1 

0 .0 8 

0 .06 

0.04 

0.03 

0 .02 

I | 

— 1 Z 3 * 

P). 

i 

b 
r 

^S 

r 

\ 

< 
i 

l 

-i 

1 

1 

] 

7 

L > 

1 

/ 

( 
1 
1 

1 

1 
1 

1 
1 

( 
1 / 

/ 
/ 
; 

7 

c 

u 
J 

„< 

i f 

>< 

1* 

I 2 3 4 6 8 10 
X, microns 

Fig. 1 Experimental values of apparent emittance 

emittance at short wavelengths while the emittance is essentially 
unaltered at the long wavelengths. This trend is not continued 
in sample 4, where the number of particles is still greater. In 
this case multiple particle effects apparently occur to diminish 
the scattering efficiency and the emittance at short wavelengths 
increases. At long wavelengths there is also an increase in the 
apparent emittance due to the increased temperatures near the 
surface of the sample. Finally it is noted that the total omit
tances are approximately 0.26, 0.16, 0.15, and 0.26 respectively, 
for the 4 samples, assuming that the spectral emittances are 
constant for X > 10 /i. 

Properties 
Alumina particles were selected as a material because there 

exists some information on the optical constants for alumina. 
Plass [2] has given the values of index of refraction n and ex
tinction index K for a temperature of 1800 deg R, as indicated in 
Table 2. As discussed in reference [8], the extinction indices of 
Plass appear to be low, particularly for longer wavelengths, and 
transmission data for alumina given by Olt [3] and Oppenheim 
[4], together with the index of refraction in Table 2, have been 
used to obtain the alternative values of extinction index contained 
in the table. At wavelengths above 6 /x the transmissivity of 
alumina is so low that it is no longer possible to calculate the 
extinction index and the tabulated values of riK, in this spectral 
region, have been obtained by extrapolation. 

Despite the fact that the particles must actually form a con
tinuous structure, they are idealized as separate, that is as a 
cloud of individual particles, their number density being calcu
lated from their size and the density of alumina. This number 
density N is indicated in Table 1. The 0.15-M radius r of the 
particles places them in the Rayleigh regime for the entire range 
of wavelengths considered here, so that the efficiency factors 
for scattering and absorption are2 

Qs 

QA 

(T)' 
Im 

+ 2 

n ' 2 - 11 
(1) 

+ 2| 
Here n' is the complex index of refraction n ( l — in); in the present 
situation n » riK and the efficiency factors can be approximated 
as 

Qs = 

QA 

2 n r \ 4 ?i2 - 1 

24 
27TT 

n2 + 2 

j B2K 
(2) 

(n2 + 2)2 

These factors and the number density combine to yield the 
scattering and absorption coefficients 

Ks = TTTWQS KA •*NQA (3) 

2 Reference [1], p. 394. 

Weight, 
gram 

SI 
S2 
S3 
S4 

( i ) 

0 
1 
2 
3 

2 
0 
0 
5 

Fraction solid 

Table 1 Sample specification and measured temperatures 

Thickness, 
in. 

0.025 
0.125 
0.125 
0.100 

NX lOi2 

particles/cm3 

5.4 
5.4 

10.8 
24.5 

Fsw 

0.07 
0.07 
0.14 
0.31 

Th °R 

1840 
1800 
1800 
1770 

Ti, °R 

1500 
1150 
1200 
1300 

Compaction 

none 
none 
light 
heavy 

-Nomenclature^ 

EB = monochromatic emissive power 
of a black body, given by 
Planck function 

Fs = volume fraction solid 
/ = radiation intensity 
k = thermal conductivity 

K-Ai Ks = absorption and scattering co
efficients 

L = layer thickness 

N 
n 

rl\ 
T, 

= particles per unit volume 
= index of refraction 
= monochromatic radiant fluxes 

in positive and negative di
rections 

= efficiencies for absorption and 
scattering 

= metal substrate temperature 
= layer surface temperature 
= adj acent air temperature 

x = coordinate normal to layer sur

faces, zero at metal surface 

ex = apparent monochromatic emit

tance 

rj = ratio, x/L 

K = extinction index 

To = optical thickness = (Ks + 

KA)L 

oi = albedo 
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To account for high number densities, especially as exist for 
sample 4, there is used the efficiency-concentration function of 
Harding [5] 

E = exp [-(IT F .V. (4) 

where Fs is the volume fraction solid (0.31 for sample 4) and B 
is a multiplier for the scattering coefficient to reduce its magni
tude to account for multiple particle interaction. 

Table 2 contains the values of the absorption and scattering 
coefficients for the samples, incorporated into the optical depth, 
To = (Ks -+- KA)L, and the albedo for scattering, o> = KS/(KA + 
Ks), and the Harding factor for sample 4. 

In addition to the radiation properties of the layer, the pre
diction of the apparent emissivity requires a specification of the 
emittance of the platinum substrate and of the thermal con
ductivity of the layer. The former was evaluated from the 
normal emittances as specified by Seban [6] and indicated in 
Table 2 for 1800 deg R, with an approximate adjustment to hemi
spherical values made by increasing the normal values by 20 
percent. Thermal conductivities are uncertain; the values of 
Godbee and Ziegler [7] obtained for much larger particles with 
much smaller void fractions were extrapolated to large void 
fractions so that at unit void fraction the conductivity would be 
that of air at 1800 deg R. The values so obtained for the four 
samples were 0.1, 0.1, 0.15, 0.24 Btu/(hr-ft-deg R) ; these were 
used in the calculations but the values are probably high. 

Analysis 
The radiation field within the medium is specified by the 

equation of transfer. For the "positive" direction 0 < 6 < 7r/2, 
this is 

cos 8 
dl + 

dx 
= -(KA + KS)I+ + KAIB 

*• J o 
1(6, 4>)P(fi, <t>)dtt (5) 

with a similar equation for the "negative" direction. 
To simplify the analysis the scattering is assumed to be iso

tropic, P(8, 4>) = 1, and the intensities I+ and I~ are assumed 
to be independent of d. Integration of equation (5) over 
the solid angle in the positive direction and the use of q + = 

r. 
gives 

/ + cos ddQ, which is q + — irl + for the diffuse case considered, 

dq + 

dx 
• [2(KA + KB) ~ KB]q+ + Ksq- + 2KAEB (6) 

with a similar equation for the negative direction. The two 

equations can also be expressed in the more usual forms for the 
two-flux model 

dq + 

dt] 
-To(2 — oi)q + + Tacoq 

+ 2T 0 (1 - oi)EB; -q (7) 

dq" 

dt] 
= - T 0 ( 2 - ui)q~ + uuq+ + 2r„(l - oi)EB (8) 

The temperature field needed for the evaluation of the emissive 
power, EB, the Planck function, is obtained from the conduction 
equation 

A " _ k_ dT p 
- L dy J0 

(g+ - q-)d\ = 0 (9) 

The solution of the problem involves the simultaneous solu
tion of equations (7), (8), and (9) with the associated boundary 
conditions. For the system considered here, the boundary condi
tions are 

i\ 0 q+ = eMEB + (1 - eM)q-

where et is for the metal 

V = 1 1 

k 

L 

T 

T = 

dT 

di) 

= 1\ 

0 

rl\ or 

= h(Tt Tf) 

(10) 

(11) 

(11a) 

where h is the convective heat transfer coefficient and Tf is the 
temperature of the adjacent air. 

I t should be recalled that for the present analysis the samples 
are idealized as a cloud of individual particles and therefore the 
outer boundary condition (11a) does not contain a surface-
emission term, inclusion of such a term being inconsistent with 
the cloud model. 

For calculation, reference [8], equations (7) and (8) were 
solved analytically for (q+ + q~) and (q+ — q~) to obtain ad
vantages in the numerical evaluation of the analytical solutions. 
Beginning with an assumed linear temperature profile these solu
tions were evaluated for 1-jj, intervals from 1 to 20 p., with layer 
properties as evaluated for 10 /u being used for the interval 10 to 
20 [x in which the fraction of the total energy was relatively 
small. Then the net radiation flux {q+ — q~) for each wave
length interval was summed over the wavelength range at each 
of the 200 subdivisions of the layer thickness and equation (9) 
integrated numerically to obtain a new temperature distribu-

X 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

n 
1.75 
1.74 
1.71 
1.68 
1.63 
1.54 
1.42 
1.35 
1.22 
1.09 

<%« X 10« 

1 
1 
1 

10 
100 
220 

330 

500 

<«n« X 10e 

3.44 
7.03 

11.12 
22.70 

187 
1500 
3160 
4110 
4500 
4770 

Table 

« 
1.000 
0.999 
0.998 
0.992 
0.870 
0.260 
0.058 
0.022 
0.006 
0.001 

2 Optical 

S i TO 

» ( 5 . 5 ) 
5.18 
0.96 
0.29 
0.12 
0.15 
0.23 
0.27 
0.28 
0.28 

properties 

S2 TO 

<3>(27.5) 
26.90 
4.81 
1.43 
0.59 
0.74 
1.16 
1.33 
1.38 
1.41 

S3 TO 

<3>(27.5) 
51.80 

9.63 
2.87 
1.19 
1.49 
2.32 
2.66 
2.76 
2 .81 

S 4 T-O<» 

24.9 
16.9 

6.44 
2.67 
1.44 
2 .51 
4.15 
4.81 
5.01 
5.09 

E^i 

0.019 
0.192 
0.382 
0.522 
0.630 
0.723 
0.806 
0.856 
0.916 
0.968 

! / ) 
0.208 
0.184 
0.138 
0.117 
0.104 
0.097 
0.094 
0.091 
0.090 
0.089 

<» Reference [2]. 
(2> Used herein. 
(3) Includes Harding factor, equation (4). 
<4) Harding factor for sample 4. 
(s) Normal emittance of platinum at 1800 deg R, reference [6]. 
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Fig. 2 Experiment and prediction for samples 1 and 2 

tion. Iteration was continued until all local absolute tempera
tures agreed to within 1 percent. 

The predicted value of the apparent omittance was then 
evaluated as e\ = q+(l)/EB(Ti). 

Predicted Emittances 
In the initial solutions the surface temperature T2 was pre

scribed as the measured value indicated in Table 2, and the 
thermal conductivity was taken at the values already specified. 
The predictions of apparent emissivity for the four samples are 
shown as curves A in Figs. 2 and 3, where the experimental 
points, shown in Fig. 1, are repeated. For samples 1, 2, and 3 
the curves are dashed between 1 and 2 n to indicate that equa
tion (4) was used to modify the scattering efficiency only at 1 jj,, 
though it should have been used for the whole range of wave
lengths. Had this been done, the effect would have been neg
ligible for wavelengths longer than 3 n but the prediction for 2 fj. 
would have been raised slightly. The comparison of curves A 
and the data reveals that a qualitative agreement is achieved 
but that there are still substantial differences between measured 
and predicted values. 

A deficiency in the use of the cited thermal-conductivity values 
consists in the inference of excessive values of the convective heat 
transfer coefficient for the sample surface, and for the samples in 
order, the coefficients are indicated by the solutions to be 12.1, 
7.7, 10.7, and 13.3 Btu/(hr-ft2-deg R) . For the free-convection 
conditions of the experiment, the coefficient would be expected 
to have been about 1.5, and certainly not larger than 2 B t u / 
(hr-ft2-deg R) . If coefficients of this order did exist, then much 
lower layer conductivities are needed if there are to be predicted 
surface temperatures of the order of the measured values. To 
investigate this matter, predictions were made using the condi
tion (11a) a t the surface, with a heat transfer coefficient of 2 
Btu/(hr-ft2-deg R) and a thermal conductivity of 0.05, about as 
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Fig. 3 Experiment and prediction for samples 3 and 4 

low a value as might be expected. Also, to provide further com
parison, a conductivity of 0.02 was also used for samples 1 and 
2. The results are shown as curves B and C of Fig. 2 and the 
change in thermal conductivity is revealed to have a discernible 
effect only at the longer wavelengths where particle absorption 
becomes important and the apparent emittance changes in the 
way the predicted surface temperature does. The effect is 
greater for the thicker sample, S2, because the optical thickness 
of that sample is great enough to make the emission from the 
surface primarily that originating in the immediate region of the 
surface. With a conductivity of 0.05, the surface temperature 
is raised above the experimental value and the predicted emit
tance departs further from the data; the abnormally low con
ductivity of 0.02 is required to lower the surface temperature and 
improve the agreement with experiment. 

Predictions B are also shown in Fig. 3. For sample 3 there is 
no essential difference from prediction A because the surface 
temperatures are about the same. There is some reduction in 
emittance for sample 4 because of the lower predicted surface 
temperature. 

Table 3 specifies the surface temperature for the three cases 
and also presents the ratio (Ti — Ti)/(Ti — T f) which can be 
associated with the conductive-convective energy balance at 
the surface. If the surface temperature gradient is assumed to 
be {Tl - Ti)/L, then (7A - 7'2)/(T2 - T}) = hL/k. But the 
actual temperature gradient is less than this, so that hL/k < 
(Ti — Ti)/(Ti — Tf) and the ratio of these quantities indicates 
the reduction in the gradient due to the radiative interaction. 
The ratio of course increases as the thermal conductivity de
creases. 

I t is clear t ha t to secure predictions which are in agreement 
with a heat transfer coefficient of 2, it is necessary to assume 
thermal conductivities at least as low as 0.05, and lower values 
improve the agreement with the data at the long wavelengths. 

Table 3 

T, - T2 
T* - Tf 
hL/k 

A 
1500 

0.35 

0.25 

SI 
B 

1689 

0.13 

0.083 

C 
1521 

0.32 

0.208 

A 
1150 

1.05 

0.80 

S2 
B 

1250 

0.76 

0.415 

C 
1040 

1.50 

1.04 

A 
1200 

0.90 

0.74 

S3 
B 

1230 

0.81 

0.415 

S 
A 

1300 

0.61 

0.46 

4 
B 

1245 

0.75 

0.33 
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Fig. 4 Predicted temperature distributions for sample 2 

I t can also be noted tha t prediction A, which can be approxi
mately construed as being associated with the Biot numbers 
indicated for that case in Table 3, improves in relative agreement 
in the long-wavelength region as the optical thickness of the 
sample increases. With such an increase, the emergent radiation 
becomes more diffuse and thus the assumption of the two-flux 
model becomes more agreeable. In this sense the relatively 
high prediction for sample 2 might be regarded as a consequence 
of the fact tha t for this optically thinner sample the normal 
emittance might be substantially less than q+/ir. 

Some insight can be realized from the simple system of an 
isothermal layer on a perfectly reflecting specular substrate. 
For this system the ratio of the correct normal intensity to the 
heat flux q+ calculated from the two-flux model is 

Triw 1 - e ~ 2 " 

q+ ~ 1 - e - 4 r ° 

For sample 2 at 10 p. this ratio is 0.94 and the 20 percent differ
ence between the prediction and the data is not explainable on 
this basis. At the same wavelength the ratio for sample 1 is 
0.64, to imply that the prediction ought to be greater than the 
data, while actually it is somewhat less. 

In the short-wavelength region, X < 3, the albedo is so high 
that the radiation field is essentially independent of the tem
perature field. Here the prediction generally follows the trends 
of the data which itself is of relatively low accuracy when the 
apparent emittance becomes as low as 0.05. There is a failure 
to predict the high emittance of sample 4 at 1 \x, as though the 
prediction of E from equation (4) were not small enough for this 
wavelength. However, the cloud-of-particles model may as 
well no longer be applicable for this relatively dense sample, and 
Bergquam [8] has shown that a model based on a pore-filled 
solid gives almost an equally acceptable prediction in this case. 

An additional result of interest is the temperature distribution 
in the layer and for the three predictions made for sample 2 the 
corresponding temperature distributions are shown in Fig. 4. 
I t is noted that as the ratio hL/k increases the temperature near 
the outer edge of the layer decreases as does the calculated ap
parent emittance. 

Finally, note is taken of the "hump" in the prediction a t 3 u, 
which agrees with the data for sample 1 and appears to a dimin
ishing extent in the predictions for greater optical thickness, but 
is not apparent in the data for these samples. The albedo for 3 n 
is so large that the problem is still essentially a purely scattering 
one, and the inference is that the predicted scattering efficiency 
is not quite large enough for this wavelength. There are no 
present grounds for a change which would require a larger ex
tinction index in this region, but this is mentioned primarily be
cause at low temperatures Dillenius [9] has shown that alumina 
powder is so hygroscopic that the appearance of a peak in the 
index in this region is almost unavoidable. At the temperatures 
concerned in the present experiments, the existence of any hy
drate is considered to be improbable. 

Conclusions 
The comparisons of the predictions made with the two-flux 

model and the experimental data for the apparent normal 
emittance of an alumina powder layer on a platinum substrate 
reveal general correspondence in spectral distribution and effect 
of optical depth. The magnitude correspondence is, however, 
relatively poor, with discrepancies of up to 40 percent between 
theory and experiment. 

To rationalize the prediction, and the data, in terms of an ex
pected heat transfer coefficient for the free-convection condi
tions tha t existed a t the surface requires the postulation of a 
thermal conductivity of the order of that for air, or even some
what less. 

I t is important to diminish the single-particle scattering effi
ciency by a factor such as that of Harding to obtain reasonable 
results at the low wavelengths where scattering is the predomi
nant radiation effect. 
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Infrared Radiation of Tlin Plastic Films 
A combined analytical and experimental study is presented for infrared radiation 
characteristics of thin plastic films with and without a metal substrate. On the basis of 
the thin-film analysis, a simple analytical technique is developed for determining band-
averaged optical constants of thin plastic films from spectral normal transmittance data 
for two different film thicknesses. Specifically, the band-averaged optical constants of 
polyethylene terephthalate {Mylar, DuPont Co.) and polyimide {Kapton, DuPont 
Co.) were obtained from transmittance measurements of films with thicknesses in the 
range of 0.25 to 3 mil. The spectral normal reflectance and total normal emittance of 
the film side of singly aluminized films are calculated by use of optical constants; the 
residts compare favorably with measured values. 

Introduction 

UPTICS and radiation of thin films have long been 
subjects of considerable fundamental and practical interest. Al
though the theory of reflection and transmission by thin films has 
been well developed [ l ] , 1 relatively little information is available 
for the optical properties of thin-film material. Furthermore, 
the available information is often restricted to the visible spectral 
range or to thin-film materials with simple structures such as 
metals or metallic oxides (see, for instance, references given in 
[2]). In contrast, infrared optical properties of thin plastic films 
remain almost unexplored. A series of earlier papers did report 
investigations of infrared spectra of various high polymers [3], 
but the major emphasis has been the identification of molecular 
structure from transmission data. Little information can be ex
tracted from these results regarding optical and thermal radiation 
properties. The demand for this information, however, is strong 
and increasing as a result of the extensive use of thin plastic 
films in optical instruments [4], thermal control coatings [5], and 
multilayer insulation [6]. In particular, infrared radiation of thin 
plastic films on a metal substrate, such as singly metallized films, 
plays a most important role in thermal control and insulation 
heat transfer calculations. 

The purpose of the present paper is to report a combined 
theoretical and experimental study of infrared radiation of thin 
plastic films with and without a metal substrate. The key ele
ments of the present study are the introduction of the new con
cept of band-averaged optical constants, the determination of 
these constants from thin-film transmittance measurements, and 
the use of these constants in determining radiation properties of 
thin plastic films. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the 

Winter Annual Meeting, New York, N. Y., November 29-Deeember 
3, 1970, of T H E AMEBICAN SOCIETY OF MECHANICAL ENGINEERS. 
Manuscript received by the Heat Transfer Division August 10, 1970; 
revised manuscript received June 24, 1971. Paper No. 70-WA/ 
HT-15. 

Determination of Band-Averaged Optical Constants 
In the macroscopic framework of electromagnetic wave theory, 

radiation phenomena such as reflection, absorption, and trans
mission can be expressed in terms of certain physical parameters. 
For solids these parameters are the optical constants n and k 
which form the complex refractive index (n — ik). For dielec
tric materials such as plastics, n » k. Plastics differ from other 
dielectric solids, however, in that they consist of long-chained 
polymeric molecules randomly oriented. Radiation in plastics 
has its origin in the excitation of radical bonds in the large molecule 
and can be described by a field of randomly distributed excitation 
centers. As a result, the radiation spectrum of plastics, some
what analogous to that of radiating gases, contains a larger num
ber of resonances, especially in the infrared. These sharp spec
tral variations which are noticeably absent in the radiation 
spectra of metals and metallic oxides would result in cumbersome 
computations if exact nongray calculations are to be made. In 
addition, because of the complex plastics structure and radiation 
mechanisms, it is impossible to predict all these resonances in a 
quantitative manner. 

For the convenience of engineering calculations, it is desirable 
to devise an approximate technique which is simple but still re
tains the nongray behavior of the radiation spectrum. In a 
spirit similar to the band approximations in the calculation of 
surface radiation [7] and gaseous radiation [8], a technique is to 
be established to determine band-averaged optical constants from 
transmittance measurements. Although this technique, with 
proper modifications, is applicable to all thin films, it is particu
larly suitable for thin plastic films because of its distinctive ab
sorption band regions as well as its sharp spectral variations in 
these regions (see, for instance, Figs. 1 and 2). Once the appro
priate band-averaged optical constants of the thin-film material 
are known, all of the radiation properties of the thin film can be 
calculated. 

The analysis given below is based on the premise that the 
band-averaged optical constants are to be determined from 
transmittance data for two different thicknesses of thin-film ma-
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Fig. 1 Spectral normal Iransmittance of Kapton films 

terial. This calculation scheme is fundamentally different from 
the conventional method which is based on transmittance and re
flectance data for one film thickness [1]. The reason for using the 
two-thickness transmittance data is that considerable simplifica
tion can be achieved in the calculation of band-averaged optical 
constants. 

Consider first the transmittance of one single film. For normal 
incidence, the monochromatic transmittance for an absorbing 
film of complex refractive index {n — ik) bounded by a nonab-
sorbing medium of refractive index of unity is given by [1] 

10 12 16 

WAVELENGTH M 

Fig. 2 Spectral normal (racismittanee of Mylar films 

Equation (2) is still rather complex for mathematical manipu
lation, especially with the cosine function in the denominator. 
Since |cos qu\ < 1, the whole denominator could be approximated 
by unity if a exp ( — pu) « 1. This is quite a restrictive condi
tion and is not satisfied in most cases. I t is most interesting to 
note, however, tha t by making a band average this drastic simpli
fication is indeed generally valid for the end results. This is 
shown below. 

Assume that the sum of the second and third terms in the de
nominator of equation (2) is less than unity. The assumption is 

?' 
h%2 exp ( —47r7cco) 

1 + nW exp (-8ir7cco) + 2?v2 cos (0! -f- fa + iirnu) exp (-47r7cco) (1) 

where subscripts 1 and 2 denote, respectively, the first and second 
interface with respect to the incident beam 

h2 = 

n z = J: 

4 
(1 + nY + 7c2 

r i (i - ny + ic* 
H (1 + n)2 + 7c2 

- t a n - 1 27c 
1 - re2 - 7c2 

fc2 = 

CO = 

02 = 

4(?i2 + 7c2) 

(1 + n)2 + 7c2 

d 

X 

fa — IT 

For dielectric absorbing media (n » 7c), equation (1) can be 
simplified to the following form: 

well justified for the case a < 0.4 or n < 4.5, which is valid in 
general for dielectric media. Thus, it is legitimate to express 
equation (2) in the series form 

T = j3 exp ( —pco){l + [2 exp ( — pu) cos qu]a 

4- [4 exp ( — 2pu) cos2 gco — exp ( — 2pco)]a2 

+ [8 exp ( —3pco) cos3 gco — 4 exp ( — 3pu) cos qu]a3 

+ 0(a*)} (3) 

Since co(= d/\) is a logical parameter in all thin-film analyses, 
and represents a dimensionless frequency or wave number, it is 
more convenient to integrate over band regions on the basis of w. 
Integrating equation (3) over a band region Au gives 

T = 
(3 exp ( — pu) 

where 

1 — 2a[exp ( — pu)] cos qu + a 2 exp ( — 2pu) 

(1 - « ) 2 

(2) 
/ 
J Ai 

Tdu S - / 3 — I exp ( — pu) — aO I — ) exp ( — 2pu) 
L A P / \ l ' 

a — »y = ?v /3 = i i V = 
16«2 

(1 + nY '" "' " (1 + ny 

p = 4-irk q = i-Trn 

In arriving at equation (2), an approximation has been made on 

27b \ 2k 

+ I — ) exp ( —3pw) — asO ( — ) exp ( — 4pco) (4) 

For dielectric media, q » p and a 2 « 1. Thus, equation (4) can 
be well approximated by 

t a n - 1 j>--e)' (5) 

?i2 - 1 

which is generally valid for weak-absorbing dielectric solids since 
7c <5C 1 and n is 1.5 or larger. 

As indicated before, although equation (5) can be obtained 
directly from equation (2) by keeping only the leading term in the 
denominator, it is under more restrictive conditions than the 

-Nomenclature-

d = film thickness 
J = band transmittance 
7c = absorption index 
n = refractive index 
p = 4fl"& 
q = 47rn 

r = interface reflection coefficient 
R = film reflectance 
t — interface transmission coefficient 

T = film transmittance 
a = ri2 = r2

2 

/3 = i^fc2 

K = absorption coefficient 

X = wavelength 

p. = micron = 10 - 6 meter 

0 = phase angle 

co = d/X 
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above derivation. The absence of the cosine function in equa
tion (5) also indicates the elimination of the wave interference 
effect through the band-averaging process, although in the film 
thickness range ( ~ 1 mil) under practical "consideration the wave 
interference effect is very small. 

The simple expression of the band transmittance of a film allows 
a convenient method of determining two band-averaged optical 
constants from two-band transmittance data. Let T\ and Tt 
be the transmittances of two films of thickness ck and ch, respec
tively. The transmittance spectrum is divided into several re
gions and in each region bounded by Xi and X2 the optical con
stants n and k are assumed independent of X. Defining 

fXs d\ - 1 C" 

*J Ai t «y coil 

di df 
to,- = —- «,-,- = — 

A Ay 

there follows from equation (5) 

dffi = (P/p)[exp (-?xo„) - exp (-pu>n)] (i = 1, 2) (6) 
or 

(&\(Jj\ __ exp (-pcoiz) - exp (-pco„) 

\d2J\J2J exp ( —pcoas) - exp ( — pn>2i) 

Equation (7) can be used to determine k(p = <±wk) from given 
values of dit d%, Xi, and X2, and measured values of J\ and J"2. 
Without much sacrifice in accuracy, a simpler and explicit expres
sion for k can be obtained by expanding the exponential function 
and neglecting, if pa>l7 < 1 as in the case of thin plastic films, 
terms of order 0(p3o>,-/) or higher. The result is 

k =
 2JI±JZJH f8, 

4ir(wu + a>12)[(daM)^1 -J,] w 

With k (or p) determined, /3 and consequently n can be obtained 
from equation (6) and the definition of /3, respectively. They are 

exp ( —poiis) — exp ( —pwn) 

and 

n = [(2/V/3) - 1 1 + {[(2/VJ3)]« - 1}V. (io) 

Equations (8) and (10) represent the end result of the analytical 
framework in determining the band-averaged optical constants 
from transmittance measurements of weakly absorbing dielectric 
films such as thin plastic films. I t should be noted that the 
band-averaged optical constants are defined in terms of the di-
mensionless wave number w. 

Radiation Properties of Films on a Metal Substrate 
If the optical constants of the film as well as the substrate are 

known, the calculation of radiation properties of the thin film on 
a substrate is straightforward and can be found in standard texts 
[1]. For total radiation quantities, the calculation becomes 
greatly simplified when the concept of band-averaged optical 
constants is employed. For radiation of films on a metal sub
strate, two papers have recently appeared. The first [9] con
cerns radiation of the nonabsorbing film (k = 0) on a metal sub
strate with optical constants described by various theoretical 
models, notably the Drude single-electron theory and the anom
alous skin-effect theory. The second paper [2] presents calcu
lated and measured values of the emittance of oxide layers (with 
much stronger absorption than plastic material) on a metal sub
strate. The calculation is based on given values of optical con
stants in the literature. Since the theoretical formulation for 
calculating radiation properties of film on a metal substrate is 

standard and contained in detail in the given references, it will 
not be repeated here. 

Experimental Measurements 
The experimental measurements performed on the thin-plastic-

film materials consisted of spectral transmittance of the clear 
films and spectral reflectance and total hemispherical emittance 
of the film side of singly aluminized film material. Spectral, 
normal transmittance measurements were made for '/Vmil and 1-
mil thicknesses of uncoated Mylar and 1-mil and 3-mil thicknesses 
of uncoated Kapton films. Spectral, near-normal reflectance 
measurements were also made on the film side of both '/Vmil 
Mylar and 1-mil Kapton coated on one surface with vacuum-de
posited aluminum (600 ± 100 A metal as reported by supplier 
and verified by electrical resistance measurements). Calori-
metric, total hemispherical emittance measurements were per
formed on the Mylar surface of the '/i-mil material having one 
sided coated with 600 A of aluminum. 

A Beckman Model IR-12 infrared spectrophotometer was used 
to obtain the normal transmission data for the Kapton film over 
the wavelength region of 2.0 to 50 /i [10]. The specimens were 
held in a frame so that their surfaces were flat and normal to the 
optical path of the instrument. Transmission data for the 
Mylar material were measured from 2.5 to 100 fx using a Perkin-
Elmer Model 301 far-infrared spectrophotometer. All data were 
measured at room temperature. 

Spectral, near-normal reflectance measurements on the Kapton 
film from 2.0 to 14 fi were performed at room temperature using a 
Perkin-Elmer heated cavity reflectometer and Model 13 infrared 
spectrophotometer [10], The room-temperature measurements 
of the V-s-mil Mylar over the wavelength region of 2.0 to 25 n 
were conducted using a Gier-Dunkle Model HC100 heated-
cavity reflectometer with a Perkin-Elmer Model 98 monochroma-
tor. The specimens of both materials were in the form of 1-in-dia 
disks cemented to. a metal substrate with an epoxy adhesive. 
The substrate is water-cooled so that the surface is held near room 
temperature during the measurement process. 

The total hemispherical emittance measurements were per
formed using a calorimetric method described in detail in [11]. 
The apparatus consists of a 21/2-in-dia by 3/i6-in-thick copper 
substrate to which the back side of the test surface is cemented 
with an epoxy adhesive. The substrate is attached to a copper 
heater block which is thermally connected by a cylindrical-cross-
section link to a LIST2- or LH2-cooled vacuum chamber. Sample 
temperature is controlled from 400 deg K to 60 deg K using a 
spiral-wound heater embedded in the heater block. Radiated 
sample energy is collected using a black-body absorber mounted 
to the cryogenically cooled support structure within the vacuum 
chamber. The absorber is spaced no more than 30 mil from the 
test surface. 

Results and Discussion 
Measured data of spectral normal transmittance of thin Kapton 

and Mylar films are shown in Figs. 1 and 2. I t is clear that the 
radiation spectrum of these plastic materials is characterized by 
a large number of strong resonances. In fact, many of the sharp 
spectral variations cannot be shown because of the rather com
pact scale in wavelength. This result demonstrates a need for 
appropriate mean optical constants over various band regions. 
On the basis of equations (8) and (10), the band-averaged optical 
constants were determined from two sets of transmittance data 
for Kapton in four band regions and for Mylar in five regions. 
The values, given in Tables 1 and 2, show that in general Mylar 
has a smaller refractive index than Kapton in each band region, 
but that Mylar is a stronger absorber. The present results can 
be compared with the few scattered data in the literature on the 
refractive index of Mylar. I t was given for Mylar that n = 1.64 
a t X = 5.75 yu [12]. In the far infrared, it has been estimated 
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Table 1 Band-averaged optical constants of Kapton and band-averaged 
reflectance of 1-mil Kapton on aluminum 

Reflectance 
Wavelength Refractive Absorption Theoreti- Experi-

range (n) index index cal mental 
3 .0 -5 .5 1.816 0.00121 0.771 0.73 
5 .5-9 .0 5.047 0.00484 0.501 0.20 
9 .0-22 .5 3.550 0.00579 0.578 0.50 

22.5-50.0 2.640 0.01155 0.790 — 

Table 2 Band-averaged optical constants of Mylar and band-averaged 
reflectance of l / 4 -m i l Mylar on aluminum 

Reflectance 
Wavelength 

range (M) 
4 . 0 - 6 . 8 
6 .8 -9 .8 
9 .8 -14 .3 

14.3-21.0 
21.0-100.0 

Refractive 
index 
1.805 
3.648 
2.191 
1.565 
1.955 

Absorption 
index 

0.00327 
0.01763 
0.01700 
0.01114 
0.02215 

Theoreti
cal 

0.936 
0.651 
0.757 
0.932 
0.800 

Experi
mental 

0.88 
0.40 
0.75 
0.91 
— 

Table 3 Predicted and measured value of total hemispherical emittance 
of l / 4 - m i l Mylar on aluminum 

Total hemispherical emittance 
Temperature Measured for specimen Predicted 

(°K) No. 1 No. 2 
300 — — 0.45 
314 0.37 — — 
305 — 0.39 — 
286 0.35 — — 
279 — 0.34 - -

tha t the mean value of n is 1.85 for the range 10-500 JX [13]. 
Both values are in general agreement with the values obtained 
here. No data are available for comparison of the absorption 
index, but the calculated values of Kapton and Mylar seem to 
agree with the general trend for glass (see Fig. 1-16 of [7]) in that 
the absorption index varies from the order of 10"3 to 1 0 - 2 as 
wavelength increases (noting that the absorption index is related 
to the absorption coefficient K by 4irfc = K \ ) . 

Fig. 3 shows the measured spectral normal reflectances of the 
film side of the singly aluminized Kapton and Mylar films. In 
order to compare with predicted reflectance values based on the 
band-averaged optical constants, a definition of the band-averaged 
reflectance must be given. According to the conventional 
definition of total reflectance [7] 

R = 1 RxH^.d\ I I Fhd\ 

the evaluation of R requires a prescription of spectral irradiation 
i? \ . For the convenience of comparison, it will be assumed here 
that H\ is independent -of wavelength in each band region. 
Thus, the band-averaged reflectance is 

R&\ = TT I R\d\ 
AA J AX 

The predicted and measured values of RA\ are presented in 
Tables 1 and 2. In the theoretical calculation, the optical con
stants of aluminum are represented according to the Drude 
single-electron theory with a d-c conductivity of 3.18 X 10 - 1 7 

sec"1 and a relaxation time of 0.801 X 10~14 sec [14]. This 
description for the actual aluminum coating is of course rather 
crude as in the case of using other tabulated information [2]; 
nevertheless, the agreement between calculated and measured re
flectances is quite good. Only in the second region where trans-
mittance is low and sharp spectral variations occur does an ap
preciable discrepancy exist. This is probably due to the com
bined effect of experimental inaccuracy in measuring low trans-
mittance and theoretical inaccuracy in making band average 
over sharp variations. 

ol i i 1 1 1 4 , — ' 1 — i 
2 4 6 8 10 12 14 18 22 .', 

WAVELENGTH M 

Fig. 3 Spectral normal reflectance of plastic films on aluminum 

Table 3 presents measured values of total hemispheric:il 
emittance of 1/4-mil Mylar coated on one side with aluminum. 
Two similar samples (Nos. 1 and 2) were used in order to check 
the consistency of results. For comparison, aluminum-side 
emittance values are also given. The effect of a weak-absorbing 
thin film on the emittance of a metal substrate is indeed very 
large. A change of one order of magnitude in the total hemi
spherical emittance is indicated in the V-i-mil Mylar on aluminun>. 
This is in direct contrast with the analytical results obtained for 
the case of nonabsorbing films on a metal substrate where a very 
small effect is found [9]. The value of the emittance predicted 
from the present study for Vi-mil Mylar film on aluminum is alfi 
shown in Table 3. This value is obtained in an approximate 
manner by first calculating the total normal emittance from the 
given band-averaged optical constants and then multiplying ii 
by the factor of 1.33 [7]. Only near-room-temperature value-! 
are given since the band-averaged optical constants are based o:i 
room-temperature measurements. The agreement between t V 
predicted and measured values of emittance is indeed quite satis
factory in view of the many approximations involved in tbi' 
process of evaluation. The method may be extended to other 
temperatures if transmission data are obtained as a function of 
temperature. 
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D I S C U S S I O N 
R. F. Boehm2 

The authors are to be congratulated for an excellent addition to 
the heat transfer literature. Calculation of optical properties for 
systems such as those consisting of plastics has indeed been a 
formidable task prior to the development of this technique. The 
applications to plastic-coated metals or metal-coated plastics will 
be of great value in cryogenics as well as other areas. 

There are some aspects that I feel could be emphasized in the 
paper. These deal primarily with the band-averaged theory for 
determining n and k which I feel is an extremely important con
tribution to the literature. First, the theory should hold for any 
substance and wavelength region, provided only that k <JC 1 and 
1-5 < n < 4.5 in addition to the usual ideal optical assumptions 
such as being homogeneous. The title of the paper might lead 

2 Mechanical Engineering Department, University of Utah, Salt 
Lake City, Utah. 

; Journal of Heat Transfer 

Table 4 Band-aveiaged optical properties of skin using the present 
theory and the data of Fig. 4 (band width of 0.7 to 2.4 micron) 

Thickness, Refractive Absorption 
mm index index 

di ds n k 

0.43 0.67 2.533 0.00007 
0.43 0.84 2.586 0.00006 
0.43 1.60 2.876 0.00004 
0.84 1.60 4.263 0.00004 

one to believe tha t the theory is more restrictive. Second, the 
term "band" when applied to polymers is very perplexing to the 
novice due to the material's complex molecular makeup. The 
key point with regard to the paper is that the "band" used there 
is arbitrary. A third point is a suggestion for checking the 
theory. Have comparisons of n and k predicted by this theory 
been made for other materials (for example, quartz) whose trans
mission curves as well as n and k have previously been determined 
to a fair degree of accuracy? 

As a matter of possible interest, we have applied the theory to 
the calculation of n and fc for human skin. Although skin comes 
far short of being homogeneous, an accurate analysis is bypassed 
for being nearly hopeless. Some typical low-resolution trans
mission curves for skin3 are given in Fig. 4. Preliminary results 
found by using the present theory are given in Table 4. The 
variation of n and k with thickness can be rationalized by the fact 
that the skin is comprised of varied layers, a gross inhomo-
geneity. 

Authors' Closure 
The authors appreciate very much the comments by Professor 

Boehm and his application of the present theory to the calcula
tion of band-averaged optical constants for human skin. Let us 
first answer the three specific points indicated in the discussion: 

1 The theory presented here is indeed a very general one, but 
it is most useful for materials with distinctive band regions of 
complex spectral variations such as plastics. 

2 The choice of appropriate band regions is not entirely-arbi
trary. Indeed, the degree of accuracy involved in the predictions 
by this theory depends on this choice. In the case of plastic ma
terials, rather distinctive band regions are shown in Figs. 1 and 2, 
and are further indicated in Tables 1 and 2 by the large variations 
of the band-averaged optical constants over various bands. 

3 We did not make any comparison for materials other than 
plastics, and do not see the need of such a comparison since the 
theory is on a sound footing and applies successfully to the com
plex spectrum of plastics. 

With regard to the optical properties of human skin, it should 
be realized that they closely resemble the optical constants of 
water4 since water is the major constituent of the skin. 

3 Hardy, J. D., Hammel, H. T., and Murgatroyd, D., "Spectral 
Transmittance and Reflectance of Excised Human Skin," Journal of 
Applied Physiology, Vol. 9, 1956, p. 261. 

4 Curcio, J. A., Stewart, H. S., and Petty, C. C , "Method for De
termination of Flame Temperature from Emission in Ultraviolet OH 
Band," Journal of the Optical Society of America, Vol. 41, No. 3, Mar. 
1951, pp. 173-179. 
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Some Experiments on Screen 
Wick Dry-out Limits 
Dry-out limits of screen wicks vertically pumping against gravity above an acetone pool 
were determined in evaporation experiments. As the pumping height shortened, the 
increase in heat input at dry-out became less than that expected from a fully saturated 
wick layer. The receding of the evaporating boundary into a sublayer of the wick was 
postulated, based on the fact that the measured thermal resistance across the wick layer 
decreased as heat input increased. Such a recess seems to terminate at two layers above 
the heated wall. A new wicking model taking into account the receding of evaporation 
boundary could predict the experimental dry-out heat inputs within 10 percent. 

Introduction 

U N B OF the limiting factors of heat transport capacity 
of heat pipes is believed to be bubble nucleation and subsequent 
drying of the evaporator wick [1, 2 ] . ' In ordinary pool boiling on 
a solid surface nucleation starts at the wall since nuclei are dis
tributed on the heated surface and superheat is highest at the 
wall. In contrast, nucleation in porous media may not be neces
sarily at the heated wall despite the highest superheat there, since 
nuclei of a larger size (requiring lower superheat for activation) 
can exist away from the wall. 

Ferrel et al. [3, 4] measured the thermal resistance across liquid-
saturated packed beds of granular particles. An analysis of a 
model of the system led them to conclude tha t the liquid-vapor 
interface at which vaporization takes place is located neither at 
the top of the bed nor at the heated wall, but above a liquid layer 
approximately of bead radius thickness. In their study, beads 
of 30 to 50 mesh size were packed inside a container, and the 
liquid level was above the top layer of beads; the minimum bed 
thickness tested was 1/3 hi. I t was not conclusively established 
whether or not the criterion of the liquid film layer of bead radius 
thickness next to the wall would hold for smaller particles and a 
thinner bed. 

In this paper, screen wicks of 200 mesh and 325 mesh with 
varying number of layers (2 ~ 12 layers) were tested in the pool 
boiling mode as well as in the vertical wicking mode with acetone 
as a working fluid to determine the influence of wall superheat 
on the maximum pumping capacity of evaporator wicks. The 
measurement of wall superheat indicates that, for a given wick, 
the wall superheat in pool boiling mode sets an upper limit to the 
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1 Numbers in brackets designate References at end of paper. 
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Fig. 1 Cross section of dry-out test rig 
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Fig. 2 F low d iag ram of dry -out test setup 

wall superheat in a wicking mode, and the liquid-vapor boundary 
recedes progressively to a sublayer of the wick as the heat flux is 
increased. On the basis of these observations, a new model for 
wick dry-out is proposed here to take into account the receding 
of the vapor-liquid boundary; the prediction by the model com
pares favorably with experimental dry-out limits. 

Experimental Setup and Procedure 
A sketch of the test section is shown in Fig. 1. The sample 

wick is tightly wound outside of 1-in-OD by 5-in-long copper tube 
of 35-mil wall thickness and the wick is spot-welded along the 
seam. The screen was cleaned in acetone bath before and after 
winding. A 1.5-in-long heater is fitted inside the pipe. Heating 
wire is wound around an oxide-coated, threaded aluminum 
cylinder. A copper sleeve fits between the heater OD and the 
pipe ID . The sleeve has vertical grooves in which three pairs of 
thermocouples (copper-constantan) were mounted flush with the 
OD of the sleeve. One pair is at the mid-height of the heater and 
others are at 0.5 in. above and below the middle pair. This 
assembly is mounted vertically inside a double-walled trans
parent enclosure with the heater side up. The liquid head Xt, 
measured from the fluid level to the bottom of the heater is ad
justable to am' height by draining to the liquid reservoir, or the 
wick may be completely immersed under the working fluid. 
Fig. 2 shows the overall test setup. 

The heater is turned on after the liquid is purged of non-con
densable gas by opening the valve to the vacuum pump. The 
heat input to the system in the form of latent heat of vaporization 
is taken out at the condenser and the condensate is drained back 
to the liquid pool. Meanwhile, the coolant flow rate is adjusted 
so that the desired steady system pressure is attained. The 
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Fig. 3 Wick d ry -ou t behav ior based on equat ion (1) 

measured vapor pressure and temperature are compared with the 
saturation value of acetone, and the saturated state is confirmed. 
After steady state is reached (at least 1.5 hr were allowed), the 
wall temperatures are measured at progressively lower liquid 
levels, first in the pool boiling mode, then the liquid level at the 
bottom of the heater, and at lower levels at 0.25-in. intervals (at 
least 30 min were allowed between successive liquid levels). The 
height Xo at which the temperature at the top thermocouples 
begins to rise is noted and designated as /<>• The same procedure 
is repeated at higher heat input. Consequently, one obtains for 
a given wick a series of values of the total wattage input coupled 
to a maximum pumping height before dry-out, U, and wall 
superheat. 

After removing a few layers from the initial wick, the whole 
process is repeated. 

The assumption of Darcy flow through a homogeneous wick 
fully saturated with working fluid results in the usual expression 
for the maximum pumping capability Qmax for the wick shown in 
Fig. 1, where the capillary pumping pressure is just balanced by 
the sum of hydrostatic pressure drop and frictional pressure drop 
through the wick; for derivation, see equation (4). 

{AWK) 
pgK 1 

h + (V2) 

- (AJi) 
P0A 

(1) 

where 

A,,, = wick cross-sectional area 

•Nomenclature-
Aw = wick nominal cross-sectional area including solid and 

voids 
b = tortuosity; for Poiseuille flow, b = 8 

Dc = equivalent capillary diameter derived from lm by Dc — 
4<r 

P9L 
DK — equivalent frictional diameter derived from K by DK = 

/S2K.y> 

g = gravitational acceleration 
K = wick permeability as defined in equation (1) 
lH = length of the heated zone 
lm = static capillary rise height 
k = pumping distance from liquid level to the bottom of the 

heated zone at incipient dry-out 
M = constant mass flow rate in adiabatic zone 
in — mass flow rate 

Peat 

R. 

T 

saturation pressure 
= heat input rate, Q = "KM 
= Q at incipient dry-out 

= equivalent capillary pumping radius, pglm = 
2ff 

temperature of the heated wall at the heater-wall inter
face 

r'vop = vapor temperature 
x = distance from the liquid level 

Xo = x to the bottom of the heated zone 
Y = (k + V ^ H ) " 1 

S = wick thickness 
e = porosity 
\ = latent heat of vaporization 
r/> = contact angle; for perfect wetting <j> = 0 
v = kinematic viscosity 
p = density 
a = surface tension 
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DISTANCE FROM LIQUID LEVEL TO THE TOP THERMOCOUPLES, IN. 

Fig. 4 Criterion of dry-out as indicated by sudden rise in temperature 
at the top pair of thermocouples 

SIEVE OPENING = 2.9 X KT J IN. 

WIRE DIAMETER = 2.2X 10'3 IN. 

Fig. 5(a) Dry-out limits of 2 0 0 mesh phosphor bronze screen wicks in 
acetone 

K = wick permeability 
p = liquid density 
g = gravitational acceleration 
X = latent heat of vaporization 
v = kinematic viscosity 

lm = maximum height of liquid rise without heating 

Based on equation (1) one would expect to obtain a linear rela
tionship between Qmax and [h + (lB/2)]-1 for the data as shown 
in Fig. 3. In fact, one could deduce wick properties such as lm 

and K from such a plot. 

Fig. 5(b) Reduction of thermal resistance with increasing heat input 
(200 mesh) 

Experimental Results and Discussion 
A typical temperature variation at the top pair of thermo

couples as the distance from the liquid level is increased is shown 
in Fig. 4. A slight decrease in wall superheat with increasing 
pumping height is observable, probably due to the receding of the 
meniscus at higher pumping requirements. As the wicking 
height is increased further, the temperature at the top thermo
couples rises rather abruptly. The pumping distance just before 
this rise is taken as the dry-out distance U at the given heat input. 
I t should be mentioned that the indicated rise at the top in tem
perature is a steady one and seems to result from a partially dry 
wick rather than a completely dry one. When the test enclosure 
was completely drained of liquid but maintained at 4 ~ 5 psia 
vapor pressure, the wall temperature was more than 8.7 deg F 
above the vapor temperature at only 2 w heat input. 

Fig. 5(a) shows the experimental dry-out data for 200 mesh 
phosphor bronze screen wicks as solid points. Straight lines are 
drawn through 2- and 3-layer data, and they are consistent with 
the nature of equation (1). Both lines intercept the Y axis at 
about 0.15, indicating the same equivalent capillary size Re = 
2a/pglm, and slopes a.re in the same ratio as the number of wick 
layers, 2 to 3. The straight lines for 5 and 7 layers are drawn in 
by assuming the same lm as in 2- and 3-layer wicks and increase 
in slope proportional to the number of layers involved. The 
actual data for 5- and 7-layer wicks fall below this line and this 
tendency grows with increasing Qmax (or shorter pumping 
height). 

Fig. 5(b) shows the plot of (Tw — Tvav) versus total heat input 
Q. The open points are data for the pool boiling mode (when the 
heated section is immersed under acetone) and solid points are for 
the wicking mode (the liquid level a t the bottom of the heater). 
Each point represents the average of 6 thermocouple locations, 
and the temperature readings were within 10 percent of one 
another when no dry-out occurred. 

A straight line through the solid points for the 2-layer wick 
indicates that a constant thermal resistance prevailed. When 
the wick was immersed completely in liquid, no nucleation was 
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Table 1 Summary of wick properties 

Fig. 6(a) Dry-out limits of 325 mesh phosphor bronze screen wick in 
acetone 

Mesh 

#200 
Ph. Brz. 

#200 
Nickel by 
Kunz, et al. 
(2) 

#325 
Ph. Brz. 

Sieve 
opening 
(mils) 

2 . 9 

2 . 9 

1.7 

Wire 
diam. 
(mils) 

2 . 2 

2 . 2 

1.2 

Porosity 
e 

(%> 

67 

67 

67 

K 

(io-10ft2) 

4 .93 

8.34 

3.16 

°c | °K 
(mils) (mils) 

2.4 I 1.85 

1.97 | 2 .43 

! 
i 

1.67 1.48 

Tortu
osity 

b 

13.6 

5. 3 

10. 2 

When the wick is operating in its wicking mode, wall superheat 
drops off the constant thermal resistance line as heat input is in
creased. The corresponding wall superheat in the pool boiling 
mode also drops off the "no-nucleation" line of the 2-layer wick, 
and fairly uniform nucleation was observed in almost all cases 
except at very low wattages. For all wick thicknesses the super
heat in the pool boiling mode and the wicking mode both merge to 
the 2-layer line at higher heat inputs. Similar results for the 325 
mesh screen wicks are shown in Figs. 6(a) and 6(6). (Merging to 
2-layer temperature drop is not noted in 12- and 9-layer wicks.) 

One could explain the dropping of wall superheat with nuclea
tion on a wick layer by the same phenomena as in boiling on a 
solid surface, namely, cyclic cooling effect caused b3r bubble 
formation, departure, and subsequent onrush of cooler liquid to 
the surface. In wick boiling, however, the location of nuclei 
may not be necessarily at the wall and the intensity of liquid 
agitation near nuclei cannot be great due to the high flow friction 
in capillaries. Therefore, it is postulated here that, in wick 
boiling, the nucleation site and its density in effect cause the re
ceding of the liquid-vapor boundary to the sublayer of the wick, 
and the wall superheat thereof is mainly the result of the average 
conductive resistance from the heated wall to this interface. In 
the wicking mode, the wall superheat is somewhat lower than that 
in nucleate pool boiling, presumably due to the absence of a liquid 
pool in the former; both approach the wall superheat equivalent 
to the 2-layer conduction path. In conclusion, the upper limit to 
the wall superheat that can be sustained in the wicking mode is 
set by the pool boiling mode, and the lower limit is set by the re
sistance equivalent to the first 2 layers next to the wall. A priori 
specification of the equivalent conduction layer thickness at a 
given heat flux is not possible at this time. 

Table 1 summarizes the properties of wicks tested in the present 
work. Also included are the results given by Kunz et al. [2] for 
200 mesh sintered nickel screen wick. DK is defined as 

DR 

/32KY/' 
(e, porosity) 

and represents the wick as a bundle of straight parallel tubes of 
diameter DK. If one uses the concept of tortuosity 6, 

Fig. 6(b) Reduction of thermal resistance with increasing heat input 
(325 mesh) 6 = 

4K 

observed. Wall superheat at a given heat input was much higher 
than that in a wicking mode due to the increased thermal layer of 
natural convection. One can conclude that, for the 2-layer wick 
in the wicking mode, there could not have been any nucleation. 
Thus the wick was fully saturated as evidenced by the constant 
thermal resistance. 

Additional lines of constant thermal resistance are drawn in Fig. 
5(6) for 3-, 5-, and 7-layer wicks based on wall superheat at low 
heat inputs; these lines are consistent with one another in relation 
to the number of layers involved. A dotted line corresponding 
to the resistance consisting of pipe wall thickness and contact re
sistance between the ID of the pipe and thermocouple junctions 
is an extrapolation to the zero layer from the wicking data. 

6 = 
DK) 

namely for straight capillary tubes, Dc = DK and 6 = 8 as in 
Poiseuille flow. Tortuosity should be greater than 8 in porous 
wicks. The values of K and D0 of this work were deduced from 
Figs. 5(a) and 6(a), while Kunz et al. measured D„ by mercury 
intrusion test and K by "pressure drop versus flow rate" mea
surement. The results for 200 mesh wick properties in this work 
indicate larger Dc and smaller K than those by Kunz et al. I t is 
somewhat puzzling that the larger capillary size results in smaller 
permeability, even if one could expect somewhat smaller capillary 
size for sintered screen than that for a tightly wound wick. How-
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Table 2 Prediction by equation (4) compared with experimental data 

PORTION OF WICK CONTAINING FLUID 

Fifl. 7 "Step-wick" model with receded evaporation boundary at the 
heater 

6 , 

(layers) 

7 
(23 mils) 

5 
(17 mils) 

3 
(10 mils) 

12 
(33 mils) 

9 
(25 mils) 

6 
(17 mils) 

4 
(12 mils) 

$200 mesh phosphor b 
1 * 7.4 in. t^ = 1. 5 

CnD6,KK-^) 

(watts) 

24. 5 

17. 5 

10. 5 

Q max 
(watts) 

30 
25 
20 
15 

35 
30 
25 
20 
15 

30 
20 

ronze scr 

1 
(layers) 

2 
2 
3 
4 

2 
2 
2 
3 
3 

2 
2 

#325 mesh phosphor bronze . 
1 =10 .7 5 in I 
m M 

23 

17.3 

II. 5 

7 . 7 

40 
35 
30 
25 

40 
35 
30 
2 5 
20 

40 
35 
30 
25 
20 
15 

40 
35 
30 
25 

1. 5 ;„ . 

3 
3 
3 
3 

2 
2 
2 
2 
2 

2 
2 
2 
2 
3 
4 

2 
2 
2 
3 

2en 

£ 
o 

(in) 

1.10 
1.75 
2.25 
3.10 

0.75 
0. 90 
1.25 
1. 75 
2.25 

0.75 
1.55 

creen 

1. 5 
2 . 0 
2.25 
2.75 

0. 5 
1.0 
1.25 
2 . 0 
2. 5 

0. 5 
0 . 6 
1.0 
1.75 
2.25 
2.75 

0. 35 
0. 5 
0.75 
1.25 

Q max 

by eci.(4) 
(watts) 

32.0 
23. 5 
22.0 
15. 6 

34. 3 
31. 5 
26.2 
17. 5 
14.0 

29.0 
18. 5 

40.0 
33. 5 
30. 3 
25. 6 

39.0 
33.0 
30.0 
23.5 
20,0 

37.0 
34. 5 
2 9.2 
25.2 
21. 5 
16. 2 

37.0 
34.0 
29.0 
27.0 

Q 
max 

by eq. (1) 
(watts) 

88. 3 
41.0 
30.0 
1S.0 

60. 5 
53.4 
41.0 
29.2 
21.4 

36.2 
20.0 

79.2 
60.6 
53.6 
42.il 

121.0 
81.5 
69.1 
45.6 
36.0 

80.5 
73.6 
54.2 
34. 5 
26.8 
21. 4 

62. 3 
54.0 
43.6 
30.8 

SHAPES CORRESPOND TO 
THE NUMBER OF LAYERS 
AS INDICATED IN FIGURES 
5AAND6A. 

irDSK 

EXPERIMENTAL Q M A X , WATTS 

Fig. 8 Prediction by "step-wick" model 

ever, the tortuosity values of the present work are larger than 8 
and reasonable. The fact that the tortuosity given by Kunz et al. 
is less than 8 leaves some doubt as to their K value. 

"Step-Wick" Model 
Fig. 7 describes the receding of the effective liquid-vapor 

boundary into the sublayer of the evaporator wick resulting in 
a step-shape wet section. The maximum heat input before 
dry-out based on this model can be estimated as follows. 

Assuming Darcy flow in the wick, 

£ ( I °os +) pa 

where 

m = total liquid flow rate at a given x 

D = wick diameter 

5 = wick thickness 

<y = surface tension 

Rc = capillary pumping radius, pglm = 2(r/Rc 

4> = wetting angle 

For the adiabatic zone, 0 < x < Xo, 

m = M, constant 

5 = S2 

For the uniformly heated zone, Xo < x < xx, 

m = M[(xt - x)/lH] 

5 = St 

Integrating equation (2) from x = 0 (cj> = r/2) to x = Xo(<j> =. 
4x>), 

>o= (i cos 0o = I Mxo 
T r W f 

+ pgx« ) 2<r 
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Integrating equation (2) from x0 to xx (<j> = 0 at maximum 
pumping) 

Q m «=(^q(^){z M -^i- | )} 

X \+^liY-(,D8iK)(l^) (4) L 5, 2 J \ v ) 
When 52 = di, equation (4) reduces to equation (1). 
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Taking 5i to be equal to the thermal resistance thickness as in
dicated in Figs. 5(6) and 6(&), new values of Omai can be esti
mated by equation (4), and these predictions are compared with 
experiments in Table 2 and Fig. 8. The last column of Table 2 
shows Qmax by equation (1) if the evaporator wick is assumed 
fully wet. 

Conclusions 
The dropping in thermal resistance across the wick as the heat 

input is raised led to the "step-wick" model in which the effective 
liquid-vapor boundary recedes to a sublayer of the wick at the 
evaporator. The model predicts within 10 percent of the experi
mental dry-out heat inputs which are far below the values which 
would be expected if the evaporator wick were fully saturated 
with liquid. Even though the location of the liquid-vapor 
boundary within the wick cannot be predicted, it terminated at 2 
layers above the wall in most cases of the present work. 

The upper limit to the wall superheat that can be sustained in 
the wicking mode is set by the pool boiling mode and the lower 

limit by the thermal resistance equivalent to the first 2 layers next 
to the wall. 
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Oil the Conjugate Problem of Laminar 
Combined Free and Forced Convection 
through Vertical Non-Circular Ducts 
The present analysis deals with the conjugate problem of combined free and forced con
vection through vertical non-circular ducts. The equations coupling heat conduction in 
the walls with the convection inside the fluid are solved to establish the influence of 
peripheral wall conduction, using variational technique. Fully developed laminar flow 
with uniform axial heat input and constant fluid properties, except for the small varia
tion of density in the buoyancy term of the momentum equation, is assumed. The 
problem has been solved in a generalized way and the results have been presented for 
rectangular ducts. It is found that large values of the free convection effects and/or of 
the conduction parameter tend to minimize the asymmetries in circumferential wall 

berature. 

Introduction 

IN FLOW and heat transfer through non-circular 
ducts, two of the thermal boundary conditions applied are (i) 
uniform wall temperature or (ii) uniform heat input per unit 
length. 

The condition (i) normally implies uniform wall temperature 
in the flow direction as well as transverse to it. This condition 
can be achieved by having a condensing fluid on the outside of the 
duct. 

The condition (ii) is achieved in fully developed constant-prop
erty flows when the duct wall contains heat sources, for instance. 
In fully developed constant-property flows, this produces linearly 
varying wall temperature in the flow direction. In non-circular 
ducts, as the fluid near the corners is slowed down due to 
viscous effects, it has inherent ability to pick up less heat from 
the corner regions and increases temperature levels of those areas. 
However, it is possible to control the circumferential asymmetries 
by controlling the wall thickness and its thermal conductivity. 
Essentially three situations may arise under the condition (ii). 
The two limiting situations will be: (via) when the wall thermal 
conductivity is assumed infinite, the wall temperature becomes 
uniform circumferentially, and (iib) when the wall thermal 
conductivity is assumed zero, the heat flux becomes uniform 
circumferentially. However, a physically realistic situation will 
be: (iic) when the wall thermal conductivity has a non-zero 

finite value, so that neither the heat flux nor the wall temperature 
will be uniform circumferentially. 

Numerous studies of condition (iia) for the fully developed 
laminar forced convection, as well as laminar combined free and 
forced convection, are available in the literature, references 
[1-4] ' for instance. While some studies [5-7] of fully developed 
laminar forced convection are available for (iib), very little is 
known [8, 9] about this problem when free convection effects are 
superimposed. 

In non-circular ducts, when the wall has a non-zero finite ther
mal conductivity and thickness, the analysis of heat transfer be
comes very complex. In this situation, neither the temperature 
nor the temperature gradients at the wall can be prescribed, and 
as such it is called the conjugate problem [10-11]. 

Siegel and Savino [12]2 have presented an exact solution of fully 
developed laminar forced convection through rectangular ducts 
when two parallel sides are under conjugate condition and the 
two remaining parallel sides are insulated. An exact treatment 
would become extremely complicated if the conjugate conditions 
were imposed on all four sides. Additional inclusion of buoyancy 
effects when the velocity field gets coupled with the temperature 
field would further complicate the analysis. 

In the present report, fully developed combined free and forced. 
convection through vertical ducts is treated for conjugate condi-: 
tions existing throughout the boundary. A general solution by _• 
variational calculus is obtained for arbitrarily shaped ducts and 
results are presented for rectangular ducts. 

Contributed by the Heat Transfer Division for publication (without 
presentation) in the JOUKNAL OP HEAT TRANSFER. Manuscript re
ceived by the Heat Transfer Division April 16, 1971. Paper No. 71-
HT-Q. 

1 Numbers in brackets designate References at end of paper. 
2 During the review process, one of the reviewers has pointed out 

that this work has been extended [13] to include the effects of periph
eral wall conduction on all four sides. "i 
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-W kw4i 

(a) 

k „ l - ^ ( w k , ^ ) d s 

(b) 

(c) 

Fig. 1 Coordinate system and analytical model 

Formulation of the Problem 
, Consider fully developed laminar flow through a straight verti

cal duct of arbitrary shape but of uniform wall thickness w, Fig. 
1(a). The wall thermal conductivity may vary from zero to in
finity. However, the wall conduction effects in the direction 
parallel to the duct axis are considered negligible. The flow is 
in the vertical upward direction along the positive z axis. The 
duct receives uniform heat input per unit length in the flow direc
tion. This energy input may be considered as through uniformly 
distributed heat sources in the wall. All fluid properties are as
sumed constant except for variation of density in the buoyancy 
term of the momentum equation. Viscous dissipation and pres
sure work terms in the energy equation are ignored. The fluid 
may contain uniform heat sources. Under the above idealiza
tions, the governing equations of motion and energy in the non-
dimensional form can be written [3, 4] as 

VW + Ra<£ = -L, (1) 

V24> - V = -F. (2) 

The condition of no-slip at the wall gives 

V = 0 at the wall. (3) 

The buoyancy rates have been evaluated with reference to the 

temperature at a point on the wall where the temperature dif
ference is considered zero. Therefore one of the thermal bound
ary conditions is 

4> = 0 on a prescribed point at the wall. (4) 

In order to develop the second thermal boundary condition, 
from Fig. 1(6), we write the thermal energy balance over the small 
shaded element. Neglecting temperature gradients across the 
wall thickness, and assuming thermal conductivity of the wall to 
be invariant with temperature, we get 

"'(ID clS = qgdS + wKt 
dS 

dS. 

On nondimensionalizing (5), one obtains 

50 
C2 + K 

dS2 at the wall, 

(5) 

(6) 

where C2 = 0.25 (1 — F) and the factor 0.25 in it automatically 
appears after the nondimensionalizing process. 

In (3), (4), and (6), by "at the wall," we mean inner side of the 
wall. In (6), K = wKw/DhKt is a prescribed constant whose value 
theoretically may vary from zero to infinity. The constant K 
controls the circumferential variation of wall temperature and 
heat flux. This constant is a ratio of the circumferential conduc
tion along the duct wall to that of normal conduction into the 
fluid and is in fact the ratio of the local Nusselt number to the 
Biot number. 

Except of a circular duct, an exact solution of ( l ) -(4) and (6) 
appears to be extremely complex. For a circular duct, the tem
perature and heat flux become circumferentially constant and 
the solutions are available in references [14, 15]. We present a 
variational solution of the problem at hand. 

Solution 
In [4], we have given a variational formulation for the problem 

of combined free and forced convection with uniform peripheral 
wall temperature. The problem was to solve equations (1) and 
(2) of this paper with V = (f> — 0 at the boundary. Without re
peating the detailed variational formulation given in [4], we may 
say that the functional which has to be made stationary for that 
problem was given by 

If 
Ra 

; / + 
s<t> 

dXdY 

dXdY - R , J X VfydXdY 
5 Z / \ d F 

+ 2Ra j J FfydXdY - 2L I IVdXdY. (7) 

Our interest is now to proceed from (7) to develop a variational 
expression to take into account the condition (6). 

A 

cP 

Ci 

c2 
Dh 

F 

g 
K 

—— rcomenmature-———-———-
= area of cross section 
= specific heat of the fluid at 

constant pressure 
= dT/dz, temperature gradient in 

flow direction 
= 0 . 2 5 ( 1 - 2 ? ) 
= hydraulic diameter = (4 • cross-

sectional area)/(heat trans
fer perimeter) 

= Q/pCpCiU, heat generation pa
rameter, dimensionless 

= gravitational acceleration 
= WKu/DfrKf, conduction parame

ter, dimensionless 

L = 

Nu = 

Ra = 

Q = 

S = 
?«7 = 

T = • 

u = 
U = 

pressure drop parameter, 
mensionless 

hD/Jiif, Nusselt number, 
mensionless 

(pW?,cr,/3zv)/'w R ay J 

number, dimensionless 
heat generation rate in 

fluid 
circumference of duct 
heat generation rate in wall 

unit area 
temperature 
axial velocity 
average axial velocity 

di-

di-

eigh 

the 

per 

V 

w 
z 

7 

<t> 

P, P, M 

«f 

Kw 

— u/U, dimensionless axial ve
locity 

= wall thickness 
= axial coordinate in flow direc

tion 
=- (T - Tw) or (T - rnpeI) 

/ r r.Tin n n z~\ 
= y 

1 
> dimension-

L «/ J 
less temperature function 

= fluid properties in standard no
tation 

= fluid thermal conductivity 
= wall thermal conductivity 
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Fig. 2 Variation of C2 along the boundary of a square duct for different 
values of K and Ra 

For expression (7) we have 

&I = - 2 \\{VW + Ra<£ + L)5VdXdY 

+ 2Ra \\(V'4> - V + F)8<j>dXdY JJ,v, -
dS - 2Ra f 50 ^ r (IS. (8) 

i)N 

For the problem at hand, that is, equations (1), (2), (3), and 
(6), we assume that the trial functions satisfy equation (3). All 
terms in 5/ now vanish except the last. To make this term 
vanish, we modify 67 and write it as 

57 = 

+ 2 

j f ( V 2 7 + Ra<£ + L)SVdXdY 

+ 2Ra I J (V2</> - V + F)8<t>dXdY 

fy^ds-2n,fj+(^-c,-K^ds. (9) 

and correspondingly write 7 as 

dXdY •urn*® 

- 2Ra Cfv<j>dXdY + 2Ra ffp^dXdY - 2 7 , If 

+ 2Ra j C^>dS - Ra f K (^ Y dS. 

dXdY 

VdXdY 

(10) 

Functions V and <j>, which make 7 stationary, will give the solu
tion to our problem. 

I t is obvious from the form of SI, equation (9), tha t the trial 
functions do not have to satisfy exactly condition (6) at the 
boundary. 

Once the velocity and temperature functions are known, the 
hot spots on the wall can be located. The overall heat transfer 
to the fluid expressed by the Nusselt number can be evaluated. 

Nusselt number in terms of dimensionless velocity and tempera
ture functions can be written as 

Nu = 
1 - F 

IS Js 
4>\vaudS — (j>m 

(ID 

where <£„„, the cup-mixing bulk temperature, is given by 

0-x = SfVHA/ffVdA. (12) 

Actual computational process requires selection of functions V 
and (j> with a number of arbitrary coefficients. The form of the 
function V has to be chosen in such a way that it vanishes at the 
boundary to satisfy (3). However, the form of (j> should be such 
that in itself it should not vanish at the boundary. For large 
values of K, when wall conduction dominates, it is, however, ex
pected that the numerical values of the arbitrary coefficients in 
<j> will come out to be such that 4> might vanish at the boundary. 
For the rectangular duct, Fig. 1(c), the functions V and 4> were 
chosen in the following form: 

V = fb(Ao + MX* + A,Y* + ASX* + AtY* + A6X*Y'), (13) 

<j> = Bo + BLX* + 5 2 F 2 + BSX* + BiX'Y* + B6Y< 

+ B6X
6 + B,X 4F 2 + BaX

iYi + BaY». (14) 

The factor fb in (13) is equation of the boundary for a rectan
gular duct and can be written as 

fb = ( a ' - X*)-(V - F 2 ) (15) 

Equation (15) insures t h a t / 6 = 0 and hence V = 0 when X = 
± a , F = ± b . 

In the present analysis, (13) and (14) were limited to six and 
ten coefficients respectively. Inserting (13) and (14) in (10) and 
carrying out the minimization process with respect to these coef
ficients, one obtams 16 algebraic equations in 17 unknowns, L 
being still an unknown. The 17th equation is provided by (4). 
This completes the solution details. We will now discuss some 
results of this analysis. In the numerical computations, we have 
taken F = 0 throughout. 

Discussion 
When the conduction parameter K becomes very large, the wall 

temperature will tend to become uniform. On the other hand as 
the value of K approaches zero, the wall heat flux becomes 
circumferentially uniform. For the former case (K —*• <*>), the 
results of the present analysis for rectangular ducts should be 
compared with those of Han [16]. Han has presented an exact 
solution of ( l )-(3) for rectangular ducts under uniform circum
ferential wall temperature condition. Table 1 contains such a 
comparison of the Nusselt number values for a square duct. The 
values of K used in this table are those which give results close 
to those of Han. I t may be noted in this table that for forced 
convection, Ra = 0, a very high value of the conduction pa
rameter (K = 100) gives results close to those of Han. As the 
Rayleigh number is increased, smaller values of K are required to 
produce the effect of almost uniform circumferential wall tem
perature. This last observation is in accordance with the result 
of [8], where it is shown that high values of the buoyancy pa
rameter tend to produce rotational symmetry of temperature and 
heat flux in non-circular ducts. 

In Table 1, the Nusselt numbers involved the integrated values 
of the temperature function. Although the Nusselt numbers 
have come out to be very accurate, it will be interesting to ob
serve how closely the temperature function satisfies the condition 
(6). In Fig. 2, for a square duct, we have shown the variation of 
C2 from the desired value of 0.25. I t appears that the calculated 
values of C2 fluctuate about its desired value along the duct cir
cumference. At lower values of K, buoyancy rates have little in
fluence on the variation of C2. However, a t higher values of K, 
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Table 1 The conduction parameter if and Rayleigh numbers which give 
values of Nusselt numbers close to those of Han [16] 

Table 2 Calculated values of ($„ a l l — <t>mx)/4 along the boundary of a 
square duct at Ra = 0.0 

3a 

0 

100 

500 

1000 

2000 

3000 

WOO 

5000 

6000 

Circunferentia 

3 

6.7632 

7.1594 

* 

6.3225 

1 Conduc 

5 

5.7988 

t ion Par 

7 

5.1822 

meter K 

20 

4.4589 

100 

3.6059 

3.6950 

4.0490 

Han [16] 

3.6078 

3.6986 

4.0491 

4.4579 

5.1816 

5.7943 

6.3158 

6.7642 

7.154 7 

the buoyancy effects become pronounced and so do the corner 
effects. 

For Ra = 0 and K > 0, it is also possible to compare the re
sults of the present analysis with those of [13]. Table 2 presents 
the values of temperature differences for a square duct as obtained 
from the present analysis and they agree very closely with the 
values presented in Fig. 6 of reference [13]. 

In order to demonstrate the effect of K on circumferential wall 
temperature, Fig. 3 shows the variation of wall temperature dif
ference <f> against various values of K. This figure is for a square 
duct and Ra = 1000. I t is clearly evident from this diagram 
that as K increases, the wall temperature rapidly tends to become 
uniform. At K = 20, $ is almost equal to zero throughout the 
circumference. At values of Ra greater than 1000, <j> becomes 

X or Y 

0.0 

0 .1 

0.2 

0 .3 

0.4 

0.5 

0.6 

0.7 

0.8 

0.9 

1.0 

K « 0 

0.20680 

0.21065 

0.22216 

0.24114 

0.26725 

0.30003 

0.33882 

0,38275 

0.43069 

0.48124 

0.53261 

0 .1 

0.22560 

0.22865 

0.23770 

0.25241 

0.27221 

0.29629 

0.32356 

0.35261 

0.38173 

0.40880 

0.43127 

<*Wall " V '* 

0.5 

0.25203 

0.25359 

0.25821 

0.26565 

0.27554 

0.28732 

0.30026 

0.31340 

0.32556 

0.33530 

0.34086 

1 

0.26185 

0.26281 

0.26565 

0.27022 

0.27628 

0.28348 

0.29133 

0.29922 

0.30637 

0.31183 

0.31442 

5 

0.27349 

0.27373 

0.27442 

0.27553 

0.27700 

0.27875 

0.28065 

0.28254 

0.28423 

0.28544 

0.28588 

25 

0.27643 

0.27648 

0.27662 

0.27686 

0.27716 

0.27753 

0.27793 

0.27832 

0.27867 

0.27892 

0.27900 

almost zero on the circumference at values of K lower than those 
shown in Fig. 3. 

A general variation of Nusselt number against Rayleigh number 
with K as a parameter is shown in Figs. 4 to 6. These figures are 
for aspect ratios 1, 2, and 3 respectively. These figures show tha t 
as the aspect ratio increases, the effect of K parameter on the 
Nusselt number becomes more important. In these three figures, 
for K-* <*>, the Nusselt number values agree very closely to those 
of Han. For the situation equivalent to If = 0 (uniform circum
ferential wall heat flux) published literature contains Nusselt 
number information only for the square duct, Fig. 4, and these 
values agree with those given in [8]. 
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In conclusion, it may be added that the variational solution 
presented here is indeed very accurate. The circumferential wall 
conduction is more important for low values of the buoyancy 
parameter and low values of the conduction parameter. Higher 
values of either of these parameters tend to minimize asym
metries in circumferential wall temperature. 

Acknowledgment 
Financial support of the National Research Council of Canada 

is gratefully acknowledged. 

References 
1 Eckert, E. R. G., Irvine, T. F., Jr., and Yen, J. T., "Local 

Laminar Heat Transfer in Wedge-Shaped Passages," TRANS. ASME, 
Vol. 80, 1958, pp. 1433-1438. 

2 Tao, L. N., "On Some Laminar Forced-Convection Prob
lems," JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 
83, No. 4, Nov. 1961, pp. 466-472. 

3 Aggarwala, B. D., and Iqbal, M., "On Limiting Nusselt Num
ber from Membrane Analogy for Combined Free and Forced Convec
tion Through Vertical Ducts," International Journal of Heat and 
Mass Transfer, Vol. 12, 1969, pp. 737-748. 

4 Iqbal, M., Aggarwala, B. D., and Fowler, A. G., "Laminar 
Combined Free and Forced Convection in Vertical Non-Circular 
Ducts Under Uniform Heat Flux," International Journal of Heat and 
Mass Transfer, Vol. 12, 1969, pp. 1123-1139. 

5 Tao, L. N., "The Second Fundamental Problem in Heat 
Transfer of Laminar Forced Convection," Journal of Applied Me
chanics, TRANS. ASME, Series E, Vol. 84, No. 2, June 1962, pp. 415-
420. 

6 Yen, J. T., "Exact Solution of Laminar Heat Transfer in 

Wedge-Shaped Passages with Various Boundary Conditions," Wripl.t 
Air Development Center, Technical Report 57-224, July 1957. 

7 Sparrow, E. M., and Haji-Sheikh, A., "Flow and Heat Trans
fer in Ducts of Arbitrary Shape With Arbitrary Thermal Boundi'iy 
Conditions," JOUBNAL or HEAT TBANSFEE, TBANS. ASME, Series t', 
Vol. 88, No. 4, Nov. 1966, pp. 351-358. 

8 Iqbal, M., Ansari, S. A., and Aggarwala, B. D., "Effect nf 
Buoyancy on Forced Convection in Vertical Regular Polygo i-il 
Ducts," JOTJENAL OF HEAT TRANSFEB, TRANS. ASME, Series C, V..1. 
92, No. 2, May 1970, pp. 237-244. 

9 Iqbal, M., Khatry, A. K., and Aggarwala, B. D., "On In. 
Second Fundamental Problem of Laminar Combined Free n-i.| 
Forced Convection through Vertical Non-Circular Ducts," Rep.-r. 
No. ME-70-12, Department of Mechanical Engineering, Univers1 •.-
of British Columbia, Vancouver, B. C , Canada, 1970. . 

10 Perelman, T. L., "On Conjugated Problems of Heat Transfer.'' 
International Journal of Heat and Mass Transfer, Vol. 3, 1961, .|.. 
293-303. 

11 Davis, E. J„ and Gill, W. N., "The Effects of Axial Conducli..u 
in the Wall on Heat Transfer with Laminar Flow," Internatio -i 
Journal of Heat and Mass Transfer, Vol. 13, 1970, pp. 459-470. 

12 Siegel, R., and Savino, J. M., "An Analytical Solution of I is 
Effect of Peripheral Wall Conduction on Laminar Forced Convecti..ii 
in Rectangular Channels," JOURNAL OF HEAT TRANSFER, TRAV>. 
ASME, Series C, Vol. 87, No. 1, Feb. 1965, pp. 59-66. 

13 Savino, J. M., and Siegel, R., "Extension of an Analysis ><f 
Peripheral Wall Conduction Effects for Laminar Forced Conveclii.'i 
in Thin-Walled Rectangular Channels," NASA TND-2860, Jm«. 
1965. 

14 Hallman, T. M., "Combined Forced and Free-Laminar Hrm 
Transfer in Vertical Tubes With Uniform Internal Heat Generatioi ."' 
TBANS. ASME, Vol. 78, 1956, pp. 1831-1841. 

15 Morton, B. R., "Laminar Convection in Uniformly Heal"; 
Vertical Pipes," Journal of Fluid Mechanics, Vol. 8, 1960, pp. 227-21'). 

16 Han, L. S., "Laminar Heat Transfer in Rectangular Chim-
nels," JOURNAL OF HEAT TBANSFEE, TBANS. ASME, Series C, Vol. "<1, 
No. 2, May 1959, pp. 121-128. 

56 / F E B R U A R Y 1 9 7 2 Transactions of the ASWIE j 

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



c. c. eox 
Professor. 

D. F. DYER 
Professor. 

Assoc. Mem. ASME 

Department of Mechanical Engineering 
Auburn University, 

Auburn, Ala. 

Freeze-Drying of Spheres and Cylinders 
A quasi-steady analysis is presented for freeze-drying spheres and cylinders of beef, 
taking into account the diffusional and bulk flow of a binary gas mixture inside the food 
product. A variation in the interface temperature is accounted for by solving the mass-
transfer equations with property data from previous investigations. This analysis in
volves the solution of the coupled equations of continuity, momentum, energy, and specie 
concentration. The effects of controllable freeze-drying parameters are considered. 
Drying times for the two models are compared. The interface position and temperature 
are calculated. Drying time is predicted as a function of chamber condition and particle 
size. Typical temperature profiles in the product are given. The diffusional con
tribution to the total flow is determined. Results indicate that drying time increases with 
chamber pressure and chamber water concentration, and with the square of the diameter 
of the particle. The interface temperature increases nonlinearly during drying. More 
than half the total flow is found to be diffusional under some chamber conditions. 

Introduction 

IEEEZE-DHYING is a preservation technique in which 
the removal of a water substance from its containing matrix is 
effected by sublimation. The commercial advantages of this 
method of drying are: long shelf-life, no refrigeration require
ment, weight reduction, pleasing market appearance, and good 
re-hydration properties. 

The process is used in the food industry for cooked, fresh, and 
frozen foods. Freeze-drying is also utilized in preparing drugs 
and storing whole blood. In addition, this versatile technique is 
employed in pollution studies, germ-warfare research, and taxi
dermy. Recently, cut flowers retained their fresh appearance 
for months when freeze-dried. 

Several investigations [1-7] * approach the heat- and mass-
transfer problems of sublimation dehydration analytically. The 
emphasis on slab geometries is apparent. The majority of the 
literature related to particle-bed drying concerns process informa
tion. In this category, Cotson and Smith [8] give explicit in
structions in the preparation, freeze-drying, and re-hydration of 
diced chicken, peas, carrots, and minced meats. Blair [9] em
phasizes the importance of temperature and pressure control in 
drying particulate foodstuffs. Smithes [10] makes a similar re
port for ground beef. Blanching effects on peas to be dried in 
beds are discussed by Moyer et al. [11], who show that the 
blanching should be done by steam under pressure. Foda et al. 
[12] discuss process operation in the freeze-drying of green beans, 
and Dellamonica and McDowell [13] give a similar experimental 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL or HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division November 2, 1970. Paper 
No.7l-HT-R. 

study related to diced carrots. Lusk et al. [14] present the effect 
of platen temperature, freezing temperature, and chamber pres
sure on drying beds of shrimp. The storage quality of products 
such as peas, carrots, and chicken pieces dried in beds is discussed 
by Swalin [15]. Lawler [16] presents a discussion of accelerating 
the freeze-diying of diced chicken and gives a survey of European 
equipment for drying food pieces. 

There have been several experimental studies of particulate 
drying. Seltzer [17] shows tha t in some cases increasing the 
number of layers of particulated product only requires a propor
tionate increase in drying time rather than an increase propor
tional to the square of the thickness predicted by slab equations. 
A basic problem in the proper analysis of particulate drying is the 
determination of the thermal conductivity. Schotte [18] has 
developed a correlation to predict thermal conductivity of packed 
beds under various conditions of pressure, temperature, and 
particle size. Saravocos and Charm [19] give data for the air-
drying of particle beds. Although [19] does not deal directly 
with freeze-drying, the mechanisms discussed in that paper may 
be relevant to this process. Scotland's Ministry of Agriculture, 
Fisheries, and Food [20] gives limited data concerning the effect 
of particle size and tray loading on freeze-diying rates. Forrest 
[21] elaborates on the data given in [20]. The effects of chamber 
pressure and platen temperature on freeze-diying of beds of diced 
carrots, apples, and beef were studied experimentally by Gwi-
nette et al. [22] to gain data on instantaneous drying rates and 
product temperatures. Hoover and Markantonatos [23] give 
some experimental data such as temperature, pressure, bed 
thickness, and drying rates for chopped beef. They give ad
ditional data in [24]. 

King et al. [25-29] have been conducting work on the freeze-
drying of particulate beds of turkey meat. Their work includes 
a model for bed-drying based on the slab-equation analogue for a 
sphere. The analysis assumes a diffusional flow based on the 
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Fig. I Analytical model of sublimating product 

"dusty gas model," which assumes that the dried food particles 
are, in effect, large molecules. Flow resulting from a total pres
sure drop within the product is not considered. 

A basic approach for treating bed-drying is needed. An 
analysis of the freeze-drying process undergone by a generically 
cylindrical or spherical element is presented in [30], using the 
simplifying assumption of a constant interface temperature. 
Complexity is thus avoided, but accuracy in accounting for the 
interdependency of mass and energy transfer is sacrificed. To 
reveal this dependence for the sphere and cylinder, the anatysis 
presented herein extends the complete slab analysis of [31] to 
include these two geometries. 

Analytical Investigation 
Formulation of the Freeze-Drying Process. Spheres and cylinders of 

beef undergoing a freeze-drying process are considered. Fig. 1 
illustrates, for either case, a typical cross section of the analytical 
model and its environmental conditions. 

Because of the low-pressure surroundings and small void size, 
the movement of the sublimated vapor through the dried layer is 
transitional (Kn ^ 1). The analysis of this flow path assumes 
that the void spaces are circular and straight capillaries; to in

clude deviations from the analytical model, effective parameters 
are used to account for the irregularities. 

The interface (distinct separation between the dried and frozen 
region) is assumed to recede in concentric layers, the mass flux at 
any point being normal (radially outward) to the interface. 
The interface motion is assumed to be so slow that the effects of 
its movement may be neglected with respect to space rates of 
change in the governing equations. This constitutes a quasi-
steady assumption. The driving forces for mass transport are a 
concentration gradient and total pressure drop. Fick's law of 
diffusion is used to account for the flow resulting from a concentra
tion gradient. An equation to account for bulk flow in capillaries 
was developed in [31] and was adopted for this analysis. Ther
mal transpiration is neglected, this being in agreement with [31], 

Energy is transferred by conduction and convection through 
the dried layer. Conduction to the interface supplies the en
thalpy of sublimation to the frozen liquid. The resulting phase 
change is assumed to occur instantaneously at the infinitely thin 
interface. This treatment is in accord with the analysis of [32] 
and [33]. Transfer away from the interface occurs as a result of 
an increase in the sensible enthalpy of the vapor, its subsequent 
motion, and conduction through the vapor. Energy storage in 
the dried product is neglected, an assumption shown to be ac
curate to within 3 percent by [31]. Effective values of thermal 
conductivity are used to reduce the form of the transfer equations 
to those of a pure substance. I t is assumed that a one-dimen
sional treatment of the process is sufficient, and that at any 
position, the vapor and the dried matrix are in thermal equi
librium. Fourier's law of heat conduction is used to analyze the 
frozen region for steady conditions and constant properties. 
Nominal shrinkage during drying is not taken into account, an 
assumption of [3]. 

Governing Equations. Since the analysis involves a binary gas 
mixture, each component of the mixture must simultaneously 
satisfy the conservation equations for mass, momentum, and 
energy. 

Mass. A total mass balance for a unit-length differential 
cylindrical shell requires that the quantities rNw and rNa be con
stant. For a sphere, a similar balance shows that r'N„ and r'JV, 
are constant. In both cases, the mole flux of air at the interface is 
zero and the net flux becomes that of water vapor in a stagnant 
air column. 

Momentum. An equation which describes the bulk flow through 
a capillary of length L is derived in [31]. From the Navicr-
Stokes equation, considering molecular streaming, the molar 
flux caused by a pressure gradient is 

JV„ = cAPe/nL (1) 

For a capillary extending from the interface to the surface of the 
product, the mole flux per unit total cross-sectional area is 

N„x = c&Pae/n(Ra - Rx) (2) 

for the cylinder and sphere. 

-Nomenclature-

c. 
Ci, &, 
A, A 

D 

/( 

molar density (mole/ft3) 
specific heat (Btu/lb,„-deg 

) 
H 

K 

Kn 
L 

M 

R) 

integration constants 

effective diffusion coefficient 
(ftVhr) 

function 
enthalpy of sublimation 

(Btu/mole) 
effective thermal conductivity 

(Btu/hr-ft-deg R) 
Knudsen number 
length of capillary (ft) 
molecular weight (lb,„/mole) 

58/ 

Ar = molar flux (mole/hr-ft2) 
P = total pressure (torr) 
P = partial pressure (torr) 
r = radial position (ft) 

R = specific radial position (ft) 
i = time (hr) 

T = temperature (deg R) 

V = mass-average velocity (ft/hr) 
X — mole fraction 
/? = temperature-profile constant 
7 = temperature-profile constant 
e = effective permeability (ft2) 
jj. = viscosity (lby-hi/ft2) 

p = mass density (lbm/ft3) 
<r = porosity (pore volume/total vol

ume) ~ 

Subscripts 

a 

f 
i 

m 
s 
V 

w 
X 

0 

= 
= 
= 
= 
= 
= 
= 
= 
= 

air 
frozen region 
general specie 
meat matrix 
value at heated surface 
vapor phase 
water 
interface value 
chamber condition 
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Energy. Paralleling the developments of [31] and [33], a 
shell balance for energy, which assumes no time-dependent quan
tities and vapor-matrix equilibrium, shows 

A (r <M\ = (rNaCpvMj\ 
dr \ dr) \ K ) 

dT_ 

dr 

and 

A (r,
 dA\ = (r*NwCp„Mw\ 

dr \ dr) \ K / 

dT 

dr 

(3) 

(4) 

for the cylinder and the sphere, respectively. Under the assump
tion of constant properties, these equations may be conveniently 
Tyritten as 

and 

dr 

dr 

dT\ _ 

dr) ~~ 

,dT 

' dr 
(5) 

dT\ dT 
— I = 7 — dr) dr 

(6) 

respectively, where /3 and y are constants. 
In solving these equations, the temperature profiles become 

T = C,rP + C2 

T = A e " T / ' ' + Dn 

Subject to the boundary conditions 

T = T. 

and 

T = T» 

at 

at 

= R. 

Rx 

the constants become 

C, = 

A = 

R." - Rf 

C2 = T,- C\Rf 

T, - Tx 

-y/Bs _ -y/Rx 

D2 = T, - Die~v/B> 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

Supporting Equations. The following equations are used in con
junction with the previous conservation equations: 

Equilibrium Partial Pressure. The equilibrium partial pres
sure of the water-like substance of beef, from [34], is 

Pwx = exp (27.7 - 12900/2'J (15) 

Fick's Law. The diffusional contribution to the total flow is 
governed by Fick's law. For a capillary with mole fractions 
specified at its ends, the total mole flux is 

N,„ ~cD, 
dX« 

dr 
+ Xm(Nw + N„) (16) 

where the first term is the diffusional flow and the second is the 
bulk contribution to the total flow Nw. With N„ = 0, Fick's 
w may be used in conjunction with the mass balance to find the 
local molar flux, for the cylinder, 

N = 

-tt wx 

tad for the sphere 

N = 

c D . l n [ ( l - X „ ) / ( l - Xm)] 

Rx In (RJRX) 

e.D e ln[( l - X„)/(l - Xwx)} 

(RXRS - R:*)/R, 

(17) 

(18) 

Journal of Heat Transfer 

(torr) 
1 
2 
3 

Table 1 Property values 

K 
(Btu/hr-ft-deg R) at (ft2 X 108) 

0.0503 1.529 
0.0510 0.530 
0.0520 0.270 

D. (ft'/hr) 
61.2 
46.8 
39.6 

The mole fractions may be determined by the relations 

Xwx = PJPt (19) 

Xws = P„/Po (20) 

Interface Energy Balance. For constant properties, under the 
quasi-steady assumption, the frozen-region profile must satisfy 
the Laplace equation. When the interface temperature is 
matched with the surface temperature of the frozen region, 

at = •8, 

By symmetry, the frozen-region profile must also yield 

dT, 

dr, 
0 at • = 0 

(21) 

(22) 

To fulfill both conditions, the entire frozen region must be at a 
constant temperature equal to the interface temperature. Since 
there is no thermal gradient between the frozen region and the 
interface, an interface energy balance shows that the conduction 
to the interface supplies the enthalpy of sublimation. This 
formulation yields 

K-
dT 

dr 
= iV„ff (23) 

The gradient may be evaluated from the temperature profiles for 
the cylinder and sphere. Solving for Nm for each case, 

N. 
icapR/-1 

H 

KDge--</R* 

HR* 

(24) 

(25) 

Equation of State. Each specie of binary gas mixture is assumed 
to obey the ideal-gas equation of state. 

Variables and Property Data. The preceding analysis utilizes 
boundary conditions which are directly controllable in an actual 
freeze-drying analysis. These controlled variables are chamber 
pressure, partial chamber pressure, and product surface tempera
ture. This analysis will allow any set of these conditions, pro
vided property data are available. 

Effective diffusion coefficient, effective thermal conductivity, 
and permeability are the properties of primary concern. Values 
for these properties in the literature vary as much as 100 percent. 
Each, moreover, is a function of pressure, ae and De for beef, 
shown in Table 1, were obtained from [31]. The values of K 
given in Table 1, along with the thermal properties (C„„ = 0.46 
Btu/lb,„-deg R and H = 1488 Btu/lb,„-deg R), were taken from 
[4]. 

Solution Procedure. The governing equations for the cylindrical 
or spherical geometry may be combined to reduce the entire set 
of simultaneous equations to one equation with one unknown. 
The procedure for the cylinder is as follows: 

1 When equations (17), (19), and (20) are combined, the 
molar flux at the interface becomes 

N,„r = 
cD, In [(1 - PM/P0)/q - Pwx/Px)} 

Rx In (RJRX) 

2 If equation (2) is solved for A P and Px = P 0 4- A P is 
identified, the molar flux becomes 
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Fig. 2 Interface position as a function of time 

where 

A 

cD,ln [(1 - PwOIPo)/(l - A)] 

R. In (R,IRx) 

exp (27.7 - 12900lT .) 

Po + N wxfJ.(R, - R.)/c(JE 

3 By combining equations (11) and (24) and solving for T., 

T = T _ NwxH(R,fJ - R/,) 
• , K(3R.(3-1 

4 When this expression for T. is used in step 2 above, the 
equation for the molar flux is of the form 

By specifying the controlled variables R" Po, Fwo, and T" the 
molar flux at any interface position, RXl may be determined by a 
trial-and-error solution of the above equation, the only unknown 
being the molar flux N w •• 

5 If the cylinder is broken into layers 1::..1' thick, each layer 
may be dried, the drying time being deduced from 

I::..t = I::..rc,(J 
N w• 

The cylinder drying time, ,as well as all other pertinen t parameters, 
is obtained by repetition of this process for the successive layers. 

A similar procedure may be used to solve the set of simul
taneous equations for the spherical sample. The above procedure 
was programmed on the IBM 360 digital computer. The par
ticle was incrementally dried in grid steps of 1::..1'. At each grid 
point, a value disagreement of 10-6 was considered acceptable. 
Grid steps of less than 5 percent of the radius gave drying times 
which compared within 1 percent. 

Typical Results 
This section discusses some typical results from the solution pro

cedures for the following controlled variables: 

Po (torr) = 1, 2, 3 

X w, = 0.1, 0.3, 0.5, 0.8 

T, (deg R) = 560 

60 / FEB R U A R Y 1 9 7 2 

485 ---CYLINDER 

--SPHERE 

Pa Xws 

2 .8 
480 

b 2 .1 
a 

e:: 
'<-- 475 
w 
e:: 
=> 
f-
<{ 
e:: 
w 
"-
:;;:" 
w 470 f-

w 
u b <{ 
w-
e:: ,b w 
f-
~ 

465 
f-x 

4600L---------------~.2~5----------------~.5 

Rx. INTERFACE POSITION (in) 

Fig. 3 Variation of interrace temperature with position 

R, (in.) = '/s, '/4, ,/s, '/, 

Interface Position as a Function of Time. Fig. 2 illustrates the inter
face position as a function of time for the conditions which yield the 
maximum and minimum drying times. Similar trends are noted 
for the cylinder and the sphere. The intermediate drying curves 
indicate an increase in drying time with an increase in mole frac
tion of water vapor at the surface for a constant chamber pres
sure. This is explained 011 the basis of Fick's law which at
tributes a portion of the total flow to a concentration gradient. 
An increase in the water concentration in the chamber deer eases 
the concentration gradient from the interface to the surface of the 
product, and a decrease in flow results. 

Transactions of the AS ME 

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



y CYLINDER 

\ \ SPHERE, 

\ \ CYLINDER, 

V \ - SPHERE, 

xV 
V^\ ^ v ^ > \ 

^ • \ " ^ \ 
v \ ^^^ \ \ ^ \ 

\N\ \ . \ N \ ^ 
V \ > 

'\ ^ v \ N 
\ 

\ 
\ 

\ 
\ 

, -\ 

, Tx VARIES 

\ VARIES 

Tx CONSTANT 

Tx CONSTANT 

P = 1 
o x 

x w s — • !• 

\ \ \^ 
\ s \ 
^ \ \ , \ \ , \ 

TIME(hr) 

Fig. 4 Comparison with constant-interface solution 

For a constant mole fraction of water vapor at the surface of 
the product, an intermediate drying curve indicates that the dry
ing time increases with an increase in total pressure. This 
follows from the observation that an increase in the total chamber 
pressure decreases the total pressure drop from the interface to 
the product surface. The decreased bulk-flow contribution to 
the total flow is responsible for the noted decrease in drying 

— CYLINDER 

SPHERE 

Interface Temperature as a Function of Position. Fig. 3 shows the 
variation of interface temperature with radial position. The in
crease in temperature indicates that as the interface recedes, 
more energy is conducted to the interface than can be convected 
away. The process, therefore, may be considered mass-transfer-
limited. (Since the effective thermal conductivity is a function 
of the conductivity of the gas which surrounds the sample, it may 
be possible to find a value for thermal conductivity which could 
make the process heat-transfer-limited.) The decrease in convec
tion is expected since the lengthening of the dried-region flow path 
affords an increased resistance to the flow. This also necessitates 
an increased total pressure drop from the interface to the product 
surface. Since the temperature increases at the interface, the 
partial pressure must increase at the interface. The mole frac
tion must decrease at the interface since the flow decreases. This 
implies tha t the total pressure must increase more rapidly than 
the partial pressure. This is in accord with the analytical calcu
lations. 

To avoid the difficulties of considering a variable interface tem
perature, it is common in freeze-drying analysis to assume that 
the interface temperature either remains constant or varies 
linearly with position. I t is obvious from Fig. 3 that neither as
sumption is accurate. To examine the effect of a constant-inter
face solution, Fig. 4 shows that drying times are nearly 10 
percent shorter with the constant-interface solution. This more 
rapid drying is a result of steeper thermal gradients from the sur
face to the interface. There is, of course, a constant-interface 
temperature which, if selected, would give drying times in agree
ment with the analysis of this paper. However, such a selection 
requires a knowledge of the variable-interface solution to choose a 
good average interface temperature. The best that may be done 
m the ordinary situation is to select the equilibrium temperature 
which corresponds to the chamber partial pressure. This tem
perature is selected for the comparison of Fig. 4, using Dyer's 
solution for a constant-interface model [30]. 

Typical Temperature Profiles. Fig. 5 illustrates the typical temper
ature profiles for the two interface positions, Rxl and RX2, and the 
final profiles as the frozen region disappears. I t is apparent that 

460 

RADIUS (in) 

Fig. 5 Typical temperature profiles 

the thermal gradients in the sphere are steeper nearer the center 
than in the cylinder, an observation which accounts for the in
creased drying time required for the cylinder samples. This 
typical result marks a significant departure from the slab model. 
Temperature profiles in the dried region are linear in the slab. 
Removal of the interior water substance, where resistance to flow 
is high, is critical in obtaining high drying rates. Because of its 
sharp thermal gradients in the critical region, the spherical 
geometry establishes a higher heat flux to the interface. Because 
the drying time depends strongly on the rate of heat transfer to 
the interface, the sphere, as opposed to the slab or cylinder, repre
sents an optimum shape for rapid drying. 

From Fig. 5, the frozen region is seen to have the temperature 
of the interface at any position. 
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Fig. 6 Diffusional contribution to total flow 

Diffusional Contribution to Total Flow. To call attention to the 
necessity for considering diffusional flow, define a paramter 3? 
such that 

$ = 
diffusional flow 

total flow 
(27) 

This parameter may be evaluated from Fick's law, equation 
(16), where the first term accounts for the diffusional contribution 
to the total flow N„. Thus, 

* 
- cDedXJdr 

Using Nw from equation (2), 

-Deix{Rs - Rx) dXw 
$ = 

APe<r 

Separating variables and integrating, 

dr 

(28) 

(29) 

f$dr = -DJJ.{R, - Rx) 
{Xw> ~ Xwx) 

APea 

For a mean value of $ , 

*»vg = liD. 
APea 

(30) 

(31) 

This expression was evaluated at each grid position and a plot of 
<3?avg as a function of the interface position is shown in Fig. 0. 
Since under some conditions the molar flux which results from 
diffusion constitutes the larger percentage of the flow, diffusion 
should not be neglected. I t is apparent that diffusion plays its 
most significant role during the initial stages of sublimation. 
Evidently this is a result of the lack of an appreciable pressure 
drop at the onset of drying. 

Optimization 
The fundamental requirements for an optimum freeze-drying 

process must be defined with respect to the governing factors: 
heat supply and moisture removal. Within the framework of 
this analysis, the factor which controls heat supply is the surface 
temperature of the product, TB. The optimum T, is the highest 
temperature which does not scorch the product. While the opti
mum surface temperature is a relatively inflexible design pu-
rameter, moisture removal offers more versatility. The primary 
mechanisms involved in mass transfer are those of diffusion and 
bulk flow. By controlling the driving forces of those mechanisms, 
one may seek to optimize moisture transfer. The parameters 
that may be controlled are the concentration gradient and the 
total pressure drop encountered within the dried region of the 
product. To alter these parameters, one may change the total 
and partial pressures at the surface of the food product. Thus, 
optimization of moisture transfer within the food product reduces 
to the problem of selecting the most economical set of chamber 
conditions. While extensive experimental research could even
tually establish the best combination, Table 2 indicates the se
quence of chamber conditions one should follow in determining 
the relative effects of a particular combination on drying time. 
This approach to analytically predicting optimum conditions 
represents a significant contribution. I t may be noted, for in
stance, that to decrease drying time it may be more economical 
to change conditions of total pressure and mole fraction from 3.0 
and 0.3, respectively, to 2.0 and 0.5, rather than 3.0 and 0.1. 
Other similar observations may be made. By means of this 
tabular arrangement of drying times the most economical com
bination of chamber conditions could be determined by evaluating 
the relative costs of a particular set of chamber conditions and 
weighing this against the resultant decrease in drying time. I t is 
interesting to note that, while the drying times for the cylinder 
and sphere differ, the same progression in chamber conditions is 
observed as the drying time decreases. 

Table 2 Drying times for various chamber conditions 

Drying time 
(hr) 

6.46 
6.59 
6.72 
6.79 
6.91 
6.95 
7.06 
7.32 
7.35 
7.67 
7.69 
8.17 

* V2-in. radius. 

—Cylinder*— 
Chamber 
pressure 
Po(torr) 

1 
1 
1 
2 
1 
3 
2 
2 
3 
2 
3 
3 

Mole fraction 
yi-ws 

0.1 
0.3 
0.5 
0.1 
0.8 
0.1 
0 .3 
0.5 
0.3 
0.8 
0.5 
0.8 

Drying time 
(hr) 

4.33 
4.42 
4.51 
4.55 
4.63 
4.65 
4.73 
4.90 
4.91 
5.14 
5.14 
5.47 

Sphere * 
Chamber 
pressure 
Po(torr) 

1 
1 
1 
2 
1 
3 
2 
2 
3 
2 
3 
3 

-^ 

Mole fraction 
j l w s 

0.1 
0.3 
0.5 
0.1 
0.8 
0.1 
0.3 
0.5 
0.3 
0.8 
0.5 
0.8 
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The Free Convection of Heat from a 
Vertical Plate to Several Non-Newtonian 
"Pseudoplastic'1 Fluids 
The local heat transfer, temperature, and velocity profiles were measured and num- .•;'• 
cally predicted for the free convection of heat from a vertical constant flux plate to sevc--:! 
concentrations of carboxymethylcelhdose {CMC) and carboxypolymethylene (Carbop-'i: 
powders in water. The fluids were found to have the thermal properties of water and :<i 
the shear stress range of interest to follow the power law of Ostwald-de Waele with j'<•'(.• 
indices varying from 0.395 to 1.0 and with fluid consistencies of 30 to 2300 times tha: .•/ 
water. The tests were conducted using either of two plates (12 and 24 in. high) im
mersed in such a large tank (3000 lb of fluid) that the viscometric properties of thefl.iil 
remained unchanged, even for the long test periods used. All fluids, including th"<c 
with yield stresses and those which suffered free surface effects, were found to trailer 
heat which could be correlated by the generalised Newtonian correlation 

N u x = C(C,rx*Frx*»fn+2 

which suggests that the precise velocity characteristics of the fluid are of minor .'.' 
parlance in determining the heat transfer performance of the system. The numer",f 
solutions, based upon the boundary layer assumptions and the power-law model, u 
in excellent agreement with the experimental measurements. 

Introduction 

Ai ILTHOUGH free convection studies began in 1881 with 
Lorentz and have continued at a relatively constant rate since 
then, the basic studies may well be considered to have reached 
their apogee in the late 1960s when the digital computer was 
utilized to predict fluid characteristics, to examine variable-
property fluid systems, and to co-exist as an equal with the ex
perimental studies. With these twin approaches, minute details 
of free convection can be studied so efficiently and so completely 
tha t one is tempted to query whether any non-turbulent free 
convection problems remain which are worthy of further study 
except as routine extensions of this previous work. 

However, almost all of these past studies treat only Newtonian 
fluids and only recently are these methods beginning to be ap
plied to Theologically different materials. With the current 
awareness of the growing industrial importance of these different 
fluids—commonly termed' 'non-N ewtonian fluids'':—it is apparent 
that our present powerful experimental and numerical techniques 

Contributed by the Heat Transfer Division for publication (with
out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division April 2, 1971. Paper No. 71-
HT-S. 

must be used to investigate these fluids. In particular, ,1.-
studies must determine in which ways and to what extent ilin 

non-Newtonian fluids differ from the Newtonian fluid. Th—i; 
studies must emphasize the differences and the similarities so tV.i 
the engineer can develop new heat transfer correlations or n-r 
those applicable Newtonian fluid relationships with confidence 

In this paper we report the results of a study made to determ""1 

the heat transfer rates and temperature and velocity profiles i!,i 
the steady laminar free convection of non-Newtonian fluids ah ''i' 
a vertical flat plate with a uniform wall heat flux. These resu1'-
were obtained through experimental measurements and throi--11 

numerical solutions of the partial differential equations. 
Previous Studies. Prior studies which are germane to this in

vestigation are those of Acrivos [ l ] , 1 Reilly, Tien, and Adeliti'''1 

[2], Emery, Chi, and Dale [3], and Tien [4]. Acrivos stud:."| 
analytically the free convection of pseudoplastic fluids past sevei"' 
bodies, of which an isothermal vertical flat plate was one. !'•' 
utilizing the following definitions of generalized Grashof s1'" 
Prandtl moduli 

Gr 
p*z>+»fo/3cr,. - r„)]» 

1 Numbers in brackets designate References at end of paper. 
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Pr 
pc (m 

~k\P. 

2 
l + » 3(re- l ) 

L 1 + " [LgP(T„ - Tm)]2<-n+V 

and using Lighthill's assumption that P r ' - * c°, he was able to 
secure a similar solution. The average Nusselt number was 
given by 

2 » + l 
/ q « 4 . l \ 3 « + l J " 

Nu„„ = -fl '(O) ( ^ 4 - 7 ) Gr2<" + 1) P r 3 r e + 1 

\ 2 n + 1 / 

Acrivos' constantC(ra), and their slope agreed with l / (3n + 1). 
Emery, Chi, and Dale reported an experimental study of the 

free convection from a constant flux hot wall to an isothermal 
cold wall across a narrow layer of either Carbopol or CMC. 
Since the previous studies of Emery and Chu [5] and MacGregor 
and Emery [6] had shown that a boundary layer model was 
adequate to describe the vertical layer's heat transfer charac
teristics, they applied Acrivos' boundary layer model and 
demonstrated that the non-Newtonian fluid layer results were 
well correlated by the generalized Newtonian correlation. 

= C G T 2 " + 1 P T - 3 » + 1 

where the characteristics length L is equal to the length of the 
plate. O'lfi) is the temperature gradient at the wall and is a 

2n+l 
_(_ ] \ 3 n + l 

function of the flow index n. Because of the term 
\2n + l y 

the coefficient C is a very weak function of n, although it does 
possess a minimum near ra = 0.3. This minimum has never been 
experimentally observed and it is doubtful if it will be since 
Acrivos' solution is valid only for an isothermal wall, a constant 
fluid temperature far from the wall, constant fluid properties, a 
power-law fluid, and an infinite Prandtl number. These stringent 
conditions are unlikely to be met fully in any actual heat transfer 
system and consequently the solution must be experimentally 
verified to establish its adequacy and accuracy. 

Reilly, Tien, and Adelman reported an experimental study for 
an electrically heated copper plate immersed in aqueous solutions 
of Carbopol. Their results were expressed as 

Nu„vc = C ( n ) ( G r P r » ) 3 " + 1 

where 

Gr = aP(T„ 
n+2 

Ta)L
2-'1 

6)' 
a - , » i - ; 

m\2~ 
. 2 ( l - n ) 

L 2~n 

The product (Gr Pr»)3?i + i c a n ^g s i l o w n t 0 fog e q u a l to Acrivos' 
product G r 1 / ( 2 n + 1) pr""/<3» + 1> and therefore their constant C to 
be that of Acrivos. Their measured constant C agreed with 

N u „ D ~ C ( G r P r » ) 3 , ! + 1 

where the Grashof numbers were based upon the average tem
perature across the fluid layer. They also demonstrated tha t 
most of the fluids experienced considerable history effects, par
ticularly those portions of the fluid which circulated near the 
heated and cooled walls. 

Tien used the integral method to determine local heat transfer 
correlation for a constant flux vertical flat plate of the form 

N o , = C(Gr,* prx*«fn+2 

In summary the literature reveals only two approximate solu
tions for the free convection about vertical flat plates. Acrivos' 
solution is seriously constrained by his assumptions and is mildly 
substantiated by the overall heat flux measurements reported. 
No substantiation of Tien's solution exists. Because there are 
no reported velocity profiles for the non-Newtonian fluids and 
no local heat transfer measurements, it is not yet possible to deter
mine which of the two definitions for the Grashof and Prandtl 
numbers is more nearly correct. In addition it is questionable 
whether the approximations introduced by Acrivos and Tien are 
valid for a range of flow indices (ra) and for non-Newtonian fluids 
under situations where the generalized Prandtl number is not, 
large. 

I t must be emphasized that both Pr and Pr contain a reference 
length L and we are faced with the undesirable situation where 
the Prandtl modulus which is supposed to represent the fluid 
characteristics contains a reference length which depends upon 
the experimental system. Thus it appears possible to construct 
systems with such large reference lengths that the Prandtl modu
lus is substantially reduced from that based upon an apparent 
viscosity. 

-Nomenclature-

Gr, 
Gr 

h 

k 

L 

m 

n 

N o , 

Pr,) 
Pr I 

specific heat capacity (Btu/lb„-deg F) 

acceleration due to gravity (ft/sec2) 

Grashof number, p'iL"+1 

m* 

n + 2 

T^)L2^n 

2 
2-n 

gffqx x' •2-n 

m\2 

klrP) 
heat transfer coefficient (Btu/hr-ft2-degF) 

thermal conductivity (Btu/hr-ft-deg F) 

length of plate (ft) 

consistency [lb,„/ft(sec)2-"] 

flow index 

Nusselt number, hx/k 
2 

c / m \ 1 + " — 
Prandtl number, p — I — I L 1 + M 

k \pj 

X [Lg(3(Tw 

3 ( n - l ) 

L 2 -

2 ( l - n ) 

q = heat flux (Btu/hr-ft2) 
Ra* = generalized Rayleigh number, Grx*Fvx*" 

T = temperature (degF) 
u, v = velocity in the x and y directions (ft/sec) 

x = distance along the plate (ft) 
y = distance normal to the plate (ft) 
(3 — coefficient of thermal expansion (1/deg F) 
y = shear rate (sec - 1) 
p = density (lb,„/ft3) 
<7 = surface tension (dyne/cm2), standard deviation 
T = shear stress (lb//ft2) 

Subscripts 

w = wall 
x = local 

co = ambient fluid 
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Numerical Solution 
Under the assumptions of steady state, and two-dimensional 

boundary layer flow, the conservation equations can be ex-

bx by 

bu bu 1 b [ 

bx by p by { 

bT bT 1 b 1 bT\ u — + v — = \ k — 
bx by pc by \ by / 

bu 

by 

n~1 bu 

by 

with boundary conditions of 

u = v = 0 

u = 0 

bT 
-k — = qw at y = 0 

by 

T = Ta at y = <» 

where the density and specific heat have been assumed to be 
constant except in the determination of the buoyancy term. 
Acrivos [1], N a and Hansen [7], and Lee and Ames [8] have 
shown tha t for a power-law fluid the only similarity solutions are 
for constant wall temperature or for a wall temperature which 
varies as 

i in J. co —' '-' «v V» 

a condition which does not exist for the constant wall heat flux 
case. Accordingly the conservation equations were expressed in 
difference form and solved numerically. The appropriate dif
ference forms for constant properties are 

u(i, j) - u(i - 1, j) v(i, j) - v(i, j 

Ax Ay 

u'(i,j) - u{i,j) ,. ..(u{i,j) - u(i - l,j) 

1) 
0 

At 

+ v(i, j) 

Ax 

m/p I 

Ay \ 

u(i,j + 1) - u(i 

Ay 
LD) 

u(i,j + 1) - u{i,j)\ 

Ay 

u{i, j) - u(i, j 

Ay 

J j l " - 1 ! " ^ 

u(i,j + 1) - u(i,j)~ 

Ay 

j) - u(i,j - 1) 

Ay 

T'(i,j) - T(i,j) 

At 

+ 

u{i,j) ( 

,. .jT{i,j+ 1 
»(h 0) I ~L 

T{i, j) - T(i - 1, j) 

Ax 

) - T(i, j) 

Ay 

k_(T{i,j+ l)-2T(i,j) + T(i,j 

pc 
1) 

Ay2 

where the primed variables indicate the values of the variables at 
a new time, and i and j represent the x and y positions of the 
nodal points. By expressing the conservation equations in an 
explicit transient form, the equations become parabolic and the 
solution can be stepped forward in time. Otherwise, the bound
ary layer assumptions, while permitting the solution to march 
forward with respect to x, are elliptic in y and require a simul
taneous solution through the boundary layer. The transient 
procedure is simple to code and very efficient. Steady state was 
presumed to exist when no temperature changed by more than 
0.001 deg F in 50 time steps. 

The time step size utilized in this algorithm was governed by 
the stability requirements [9] of 

At 
m 1 

P Aij* 

[u(i,j -f 1) - u(i,j)] 

+ 

Ay 

\u(i,j) - u(i,j -

Ay 

l ) ] | » - n 

max u\ max v\ l 
Ax Ay 

and 

At 
2k 

Ay2pc + Ax + Ay 
< 1 

This formulation of the algorithm in the transient form can be 
easily converted to the method of successive over-relaxation (the 
Liebmann iterative method) b}' simply updating u, v, and T as 
each nodal point is calculated. However, this modification only 
reduces the computation times required by 1.8 to 2 times and 
since the transient behavior was of interest, it was not used. 

A serious problem with the momentum equation stability re-
, bu . • 

quirement arises whenever — goes to zero, since tor n < 1 
by 

\bu 
tends to infinity. Fortunately most pseudoplastic fluids 

have a Newtonian fluid behavior below some very low shear rate, 
thus eliminating the difficulty. However, one must then ascer
tain this shear rate (henceforth called the departure point) and 
must evaluate the effect of varying this point. 

Of course, a different fluid model could also be used (e.g., the 
Ellis model), but those models which are not power-law models 
and which are not subject to this fault require at least one more 
viscosity term, making the determination of the shear stress-
shear rate relationship much more difficult. Although no real 
non-Newtonian fluid is truly a power-law fluid, or at best can only 
be classified as a power-law fluid over only a small shear rate 
range, some practical method must be used to classify the fluid 
behavior and accordingly the power-law pseudoplastic description 
was utilized. Without such a description, no convenient heat 
transfer correlations are possible. 

The difference equations were programmed for an IBM-7004 
and first run for water to test the accuracy of the method. To 
simplify these tests only constant properties were considered. 
For water, the local plate temperature and dimensionless tem
perature profiles for Prandtl numbers from 1.0 to 10.0 differed 
from those computed by Sparrow and Gregg [10] by less than 5 
percent. The vertical velocity component differed at most by 
6 percent for Pr = 1.0 and 0.5 percent for Pr = 10.0. No ex
planation for this difference was found. The grid spacing Ay 
was varied from 0.030 to 0.120 in. with significant effects only 
near the leading edge of the plate. In general the best results 
were found when the axial spacing Ax was chosen such that the 

bT 
axial gradients — were approximately equal to the normal gradi-

bx 
bT 

ent — . This was most efficiently done by letting A.T. = 0.125 in. 
by 

from x = 0 to 2.0 in., 0.5 in. from 2.0 to 6.0 in., and 1.0 in. from 
6.0 to 24.0 in. 

A least-squares fit of the local Nusselt number gave 

N u , 0.964(Gra;*)0-1992 

compared to Sparrow and Gregg's value of 

N o , = 0.944(Grx*)°-2° 

To assess the effects of varying flow indices upon the tempera
ture and velocity profiles and in particular to determine if the 
point at which a fluid became Newtonian affected these profiles, 
a series of numerical tests was made. All fluid properties were 
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NEWTONIAN, n = 1.0 

FLUID INDEX 

n = 1.0 

n=0.8 

n=0.6 

n=0.4 

2.52» 10 ' 
2.26* 1 0 " 

2.02? 

1.81 * 1 0 9 

0.05 0.10 0.15 0.20 0.25 

y - DISTANCE FROM PLATE (inches) 

Fig. 1 Temperature distributions for various fluid indexes at 2 0 in. 
up-plate 

Table 1 

n 
1.0 
0.8 
0.6 
0.4 

C 
0.610 
0.559 
0.610 
0.569 

/3 
0.199 
0.227 
0.253 
0.290 

l/(3n + 2) 
0.200 
0.227 
0.263 
0.313 

C(Tien) 
0.682 
0.695 
0.720 
0.75 

taken equal to those of water. The fluids were assumed to be 
Newtonian until 0.1 s e c - 1 and their consistency adjusted so tha t 
for any n, the apparent and Newtonian viscosity were equal. 
The consistency was then held constant and the departure point 
changed to 0.01, 0.1, 1.0, and 3.0 sec^1. Figs. 1 and 2 display 
the profiles obtained. Decreasing n is seen to increase the maxi
mum velocity, decrease the plate temperature, and increase the 
Nusselt number. No significant effect in u was found when the 
point of departure was changed. The local Nusselt numbers were 
found to increase strongly as n decreased and the values of C and 
/3 for the least-squares fitted correlation Nuj. = C(Grx* Pi\c*'>)'? 

are given in Table 1. 

The correlation changed, both in terms of C and (3, as the 
departure point was changed. However, the predicted Nusselt 
number varied by less than 6 percent as the departure point was 
changed from 0.01 to 3.0 sec - 1 . Consequently it was felt tha t 
the precise specification of this point is of marginal concern with 
respect to both the velocity profiles and the local heat transfer 
coefficient. 

Since the fluids used in the experiments did show some varia
tion in the fluid index with shear rate as shown in Fig. 3, an ad
ditional numerical test was made to assess the effects of this 
variation. The fluid index was taken as 1.0 up to a shear rate of 
1.5 sec"1, 0.91 from 1.5 sec"1 to 3.8 sec^1, and 0.80 above 3.8 
sec~'. (These values were chosen by trial and error to insure 
that n would change between the plate and the maximum velocity 
point, between the maximum velocity point and the ambient 
fluid, and at the plate surface midway up the plate.) The fluid 
consistency above the latter shear rate was equal to that of the 
n = 0.8 case mentioned previously, and the consistencies for the 
other shear rate ranges were evaluated from the power-law model. 
The results for the velocity and temperature profiles showed dif
ferences only in the fourth decimal place from those where the 
fluid index was held constant. Because of these small differences 
no discernible variation is evident from the n = 0.8 curves shown 
in Figs. 1 and 2. The heat transfer correlation was almost 
identical to the n = 0.8 case in Table 1, the differences being a 

u 
O 

0.14 

0.12 

0.10 

0.08 

0.06 

0.04 

0.02 

V— n= 0.4 
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/\W\ 

FLUID INDEX 

n = 1.0 

n= 0.8 

n= 0.6 

n= 0.4 
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Fig. 2 Velocity distributions for various fluid indexes at 20 in. up-plate 
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Fig. 3 Rheological behavior of 0.06 percent Carbopol 940 , neutralized 

2 percent decrease in the value of C and a 0.2 percent increase in 
the value of /?. 

If all the numerically computed values were fitted by curves 
of the form 

N u , = C(Grx* pfit*»)V(3»+2) 

the curves were all parallel, with values of C of 0.413, 0.504, 
0.568, and 0.615 for n = 0.4, 0.6, 0.8, and 1.0 respectively. The 
greatest scatter was tha t of 0.4 data whose standard deviation of 
logio Nu x was 0.03. The coefficient C is seen to have a much 
stronger variation with the flow index n than that predicted by 
Acrivos or by Tien. 

The Experiments. In order to ascertain if the above results are 
reliable for real non-Newtonian fluids, especially the apparent 
finding that non-Newtonian fluid correlations can be found by 
simply replacing the exponent 0.2 in the Newtonian expression by 
l/(3?i + 2) and that the coefficient C is tha t given by the numeri
cal solution, a series of experiments was conducted with two con
stant heat flux vertical flat plates. These plates were constructed 
by stretching thin stainless steel (0.004 in.) sheets over a bakelite 
plate with a sharp leading edge. The plates were 18 X 24 in. and 
6 X 12 in. and were suspended in a 3000-lb tank of fluid. The 
plates were electrically heated by passing a current through the 
stainless steel. Plate temperatures were measured by copper-
constantan thermocouples spot-welded to the back of the steel. 
The fluid temperatures were measured by chromel-constantan 
thermocouples mounted on a traversing mechanism which could 
be moved in 1-in. increments vertically along the plate and 
moved continuously normal to the plate with an accuracy of 0.001 
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Th~ velocity measurements were made by photogl'ftphically 
trackmg small hollow neutrally buoyant glass spheres (~ 30 
microns in diameter). The macromolecules of CNIC were of suf
ficient size that no beads were necessary. Dye streaks were also 
used for the 0.065 percent Carbopol in which the dye settling 
velocity was of the order of 2 X 10 -5 ft/sec. 

The test fluids were: 
(a) water 
(b) 0.05 ClVIC-water solution' 
(c) 0.06 percent and 0.065 percent Carbopol-water solutions, 

pH = 6.95 and 7.15 respectively' 
(il) 0.52, 0.57, 0.68, and 0.75 percent Carbopol-water solu

tions, pH = 3.23 

The water was used as a test fluid to check the system and to 
evaluate the measuring techniques. The pseudoplastic fluids 
were mixed by slowly adding the powder to the large tank of 
water using a high-speed impeller (an outboard motor propeller 
rotating at 700 rpm, "i ~ 150). After the illitial dispersiOll was 
complete, two low-speed impellers were used to cOlIlDlete the 
mixing. The neutralized Carbopol solutions were acl~ieved by 
adding 10 percent N aOH-H20 solution. All fluids tended to g~l 
slightly at the top surface, particularly when the plate was 
operating, so periodic slow mixing was used to return the gel to 
the fluid state. Particular care was required in this de-gelling 
operation, since over-stirring would often cause the fluid to be
come Newtonian. 

Christiansen and Craig [11] and Reilly et a1. [2] have measured 
the density, specific heat capacity, and the coefficient of thermal 
expansion of CNIC and Carbopol solutions respectively, nnd 
found them to be those of water. Accordingly these properties 
were not mensured. Since the thermal conductivity and surface 
tension are delicately related to the moleculnr construction, 
these and the visco metric properties were me[,sured for each fluid 
tested. 

The shear 8trel:>I:>-shear strain rate relationships were measured 
using a specially modified Brookfield Synchro-Lectric cQfLxial 
cylinder viscometer which was calibrated over the range of shear 
rate for 0.08 sec-I to 74 sec-I. Table 2 is a compendium of the 
viscometric data for the fluids. A shear stress-shear rate rela
tionship for one of the test fluids is shown in Fig. 3. The be
havior shown by the 0.06 percent Carbopol is typical in that some 
variation in the fluid index with shear rate is evident. Note, how
ever, that for the shear rate range of interest the fluid index is 
essentially constant. 

The 0.0.5 percent ClVIC was observed to become Newtonian in 
the shear rate range of 0.17:") sec-I to 0.440 sec-I. Fortunately, 
as indicated by the numerical results, a precise knowledge of this 
dep.arture point is not necessary. The fluid also showed a very 
rapid decay in consistency during the first six days after mixing 
and slower decay of approximately 1 percent per day thereafter. 

The neutralized Carbopol appeared to be tending to a N ew-

2 Sodium carboxymethylcellulose type 7435,lot 71284115, Hercules 
Inc. 
'~arboxypolyethylene type'940, lot 44113, B. F. Goodrich Chemi

cal Co. 

tonian behavior, but at. n shear rat e helow that nt.tainable with 
the viscometer. The Carbopol solutions gelled slightly at the 
top surface of the tank. However, when the numerical predic
tions were compared to the measured velocity distributions, it. 
nppeared that the 0.06 percent neutralized solution possessed a 
yield stress even in the non-gelatinous state. Careful measure
ments indicate that the yield stress was of the ordcr of 3 X 10-5 

lb dft' and in fact no velocity profiles were found with shear 
,~tresses less than this. 

The 0.065 percent Carbopol did not evidence a yield stress. 
Since the 0.06 percent wits over 100 days old and the 0.06:3 percent 
no more than 30 days, aging appears to be responsible for this 
plastic behavior. 

Like the neutralized Carbopol, the acidic Carbopol solutions 
showed the same tendency to be history-dependent, although the 
day-lo-day variation was of limited concem since each acidic 
solution was used for a maximum of four days. No yield st ress 
could be foulld. In contrast to normal ftnicb, nJI con cent rat ions 
of the unneutrnlized Carbo1101 showed cOllsistencies which in
creased with temperature. 

The thermal conductivities listed in Table 2 were determincd 
through the comparison technique of Grassmann and Staumann 
[12]. The valne9 nre estimated to be aeeurate to within 2 
percent. 

Experimental Results 
The plates were first tested in water and the local N usselt, 

numbers, temperature profiles, and velocity profiles determined. 
When plotted according to the similarity variables of Sparrow nncl 
Gregg, the temperatures and velocitie.-; agreed with both Spnrrow 
and Gregg's results and the numerical eomputations to within 7 
percent for distances up to 14 in. Oil the plate. The measmed 
and compntedlocal Nusselt numbers agreed with Sparrow and 
Gregg to within 6 percent at all points along the plate although 
the wall temperature was approximatel~i 10 percent low at the 
leading' edge. From 2 in. onward, no appreciable difference 
existed. Turbulence was found to appeal" at a modified Grashof 
number of 10", which is the value reported by Dotson [13] f.or 
mr. 

The 0.05 percent ClVIC-water solution was then tested. Fig.4 
illustrates thn measured velocity data and that determined 
numerically. The most immediate featnre of this graph is the 
poor agreement in thc outer portions of the boundary layer. 
Initially, no reason could be found, but providentially, a chance 
visual observation of the macromolecules indicated tl1[1t. some 
were dcscending at the outer edge of the layer, rather than being 
ingested. Consequently a series of d~'e traces was made, which 
showed that the boundary layer fluid after rising to the surface of 
the tank would then descend alongside the boundary layer and 
form a vortex motion at the upper portion of the plate. A 
series of experiments and measurements wggested that this 
descent was caused by the vertical temperature gradient in the 
ambient fluid. Because of this gradient, the fluid in the outer 
portion of the boundary layer was fre([uenti:v colder t.han the 

Table 2 Viscometric properties for the power.law model 

Temp., 
deg F 

70 
80 
90 

100 
70 

Temp., 
deg F 

70 
80 
90 

100 
70 

k 
0.347 
0.353 
0.359 
0.364 

k 
0.344 
0.351 
0.358 
0.360 

0.05% ClVIC 
m 

0.008015 
0.007180 
0.006316 
0.005653 

()" = 64.4 

0.52% 
m n 

0.01813 0.898 
0.01955 0.885 
0.02181 0.864 
0.02286 0.852 

()" = 63.8 

68 / FEB R U A R Y 1972 

n 
0.883 
0.885 
0.888 
0.890 

k 
0.338 
0.344 
0.352 
0.354 

0.06% Carbopol, pH = 6.95 0.065% Carbopol, pH = 7.1;"5 
k m n k III n 

0.347 0.04088 0.780 0.347 0.0704 0.774 
0.353 0.0357 0.788 0.353 0.0623 0.750 
0.359 0.0313 0.796 0.359 0.0532 0.786 
0.364 0.0272 0.810 0.364 0.0413 0.800 

()" = 57.6 ()" = 57.0 

Carbo pol -unneutralized 
0.57% 0.68% 0.75% 

m n k m n k m n 
0.03356 0.863 0.340 0.1264 0.704 0.332 0.1795 0.515 
0.03987 0.817 0.345 0.1525 0.588 0.338 0.2321 0.403 
0.04577 0.774 0.348 0.1740 0.494 0.338 0.2809 0.332 
0.05007 0.726 0.352 0.1950 0.421 0.336 0.3324 0.244 

()" = 64.6 ()" = 65.5 ()" = 66.4 
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Fig. 4 Measured and calculated velocity distributions^across laminar 
free convection boundary layer for 0.05 percent C M C , % „ ' = 105 Btu/hr-
ft2; large plate 
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Fig. 5 Measured and calculated velocity distributions across laminar 
free convection boundary layer for 0.05 percent CMC, q„ = 234 Btu/hr-
ft2; small plate 

ambient fluid. Two procedures were then adopted: (a) the 
small plate was used; (6) air bubblers were installed. The air 
bubblers were a sparsely perforated piece of tygon tubing laid on 
the bottom at each end of the tank. A series of fine screens was 
interposed between the bubblers and the plate. When the plate 
was first turned on the heated fluid tended to move over the sur
face to the ends of the tank, cool partly, and then descend. Since 
this fluid did not cool to the original fluid temperature, it would 
eventually heat the mass of fluid and establish a vertical tempera
ture gradient. By using the bubblers, the fluid was adequately 
cooled before mixing the mass of fluid. The small plate dissi
pated only l/i the energy of the large plate and the surface film 
was easily capable of cooling to the ambient fluid temperature 
before reaching the ends of the tank and mixing with the main 
body of fluid. Both the bubblers and the small plate were capable 
of reducing the vertical gradient to less than 0.5 deg F/f t com
pared to the gradient of 5 deg F/ft for the large plate. Neither 
the bubblers nor the small plate tests caused any changes in the 
local Nusselt numbers or the local plate, temperatures as mea
sured on the large plate, indicating that the reverse flow was of no 
consequence in affecting the heat transfer performance. Fig. 5 
shows the velocity distribution on the small plate, and the excel
lent agreement between the measured and predicted values is 
apparent. 

Dye streak measurements for the small plate and for the large 
Plate with the bubblers on showed that the fluid moved hori
zontally into the boundary layer, ascended, and did not descend 

COMPUTED VELOCITY 
LAYER THICKNESS 
WITHOUT YIELD 
STRESS 

Fig. 6 Flow field for 0.06 percent Carbopol 940 , pH = 6.95; large plate 

Measured X*6 
Measured X-12" 
Computed -no yield etreee 
Computed-yield stress 

Fig. 7 Velocity distributions for 0.06 percent Carbopol, pH = 6.95, q,„ 
= 245 Btu/hr-ft2; large plate 

near the plate, but moved across the surface and mixed with the 
main fluid as desired. 

When the 0.06 percent neutralized Carbopol was tested, it too 
was found to possess a flow reversal. However, when either of 
the previous remedies was tried, the reversal persisted. Dye 
streaks showed that this fluid behaved very peculiarly. Fig. 6 is 
a chronological sketch of the dye streaks with the numbers indi
cating the time in minutes from a given datum. Note that the 
fluid is ingested into the layer only over the first portion of the 
plate. Long-time observations of the dye patterns suggested 
that the fluid, instead of moving away from the plate on the sur
face, moved out a short distance and then plumed downward 
and was again entrapped by the boundary layer. Further 
visoometric experiments with this fluid showed the presence of a 
yield stress of 3 X 10~6 lby/ft2. Computations based upon the 
velocities determined from the dye streaks indicated that the in
gestion region did in fact end when the shear stress reached this 
value. Several numerical computations were made using this 
value for a yield stress. These computations were unable to 
proceed to the stringent convergence requirements of the non-
yielding computations because of stability problems, but did 
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A 0.57% CARBOPOL unnautralized 

Fig. 8 Local heal transfer Carbopol 940 unneuiralized and neutralized, 
n<~0.8 

O EXPERIMENT 
D COMPUTED 

LEAST SQUARES FIT 

Fig. 9 Local heat transfer for CMC and Carbopol, q,c = 250 Btu/hr-fl2 

indicate the boundary layer thickness shown in Fig. 6 along with 
the non-yielding fluid layer thickness. Fig. 7 shows the mea
sured velocity distribution, those computed for no-yield stress, 
and those computed for the measured yield stress. Although the 
yield stress computations do not agree with the measured mag
nitudes, their shape is similar. This similarity of shape and the 
marked difference between the yielding and non-yielding values 
emphasizes the importance of the yield stress—even though 
small. One should especially note that the non-yielding compu
tation and the measured shear stresses at the plate surface are 
similar (and if the yielding computation magnitudes were similar, 
the shear stresses would also be equal), demonstrating the in-
sensitivity of the heat transfer to the yield stress behavior of the 
fluid. 

For all tests the local Nusselt numbers were correlated accord
ing to 

N I L 0(01-,* Prx*» 

with the values of C and /8 listed in Table 3. 
The standard deviations are those associated with the least-

squares fit. To gain some feeling about the accuracy of the fit, 
the data were analyzed under the assumption that both the Nil 
and the Ra* moduli were subject to error according to a procedure 
described by Wald [14]. The variations noted for C and /3 for 
the 0.05 percent CMC are the 95 percent confidence intervals. 

Unlike water and CMC, the Carbopol solutions show strong 
changes of the flow index with temperature, and consequently the 
average fluid index varied considerably with the applied heat 
flux. For example, the 0.065 percent Carbopol tests had flow 
indices of 0.741, 0.744, 0.766, 0.766, 0.811, and 0.821. Conse
quently, the data were divided into two groups (those with 
n < 0.8, and those with n > 0.8) and separate correlations made 
for each. 

The exponent /3 agrees well with the expected value of l/(3n 
+ 2), and the coefficients C are in good agreement with the com
puted values for all fluids except the 0.68 and 0.75 percent Carbo
pol. I t must be realized that the exponent determined by the 
least-squares fit is very sensitive to minor displacements of 

points and if /3 is changed to l/(3n + 2), the coefficients become 
approximately 0.54 and 0.57. As noted by Schuh [15] and Ku-
bair and Pei [16], the coefficient increases slightly with the 
Prandtl modulus and for the 0.068 percent Carbopol, Prandtl 
number of 7000, the computed value of C would increase (using 
Schuh's results) from 0.48 to 0.53, in agreement with the measured 
data. However, the 0.75 percent computed C would be approxi
mately 0.47 while the experiment at C for /3 = l / (3n + 2) is 
0.57. Whether this discrepancy is due to the low value of n or 
the high Prandtl number is not known but it must be recognized 
that for the very low values of n, and for very high consistencies, 
the generalized Rayleigh modulus was in the region of 104 and 
here conduction is of equal importance with convection and the 
form of the correlation given is likely to be inapplicable. 

The average values of n for the 0.06 percent, 0.065 percent 
Carbopol neutralized and the 0.57 percent Carbopol unneutralized 
are approximately 0.8 and their correlations are 

% 
0.06 
0.065 
0.57 

C 
0.610 
0.649 
0.538 

0 
0.219 
0.218 
0.222 

Pr (ave) 
1052 
1850 
1090 

n 
0.805 
0.780 
0.807 

Within the limits of the experimental errors, these correlations 
may be regarded as equal. Because of the variation of j3, the 
coefficients C cannot be directly compared. However, a single 
plot of all these data (Fig. 8) illustrates the similarity of the data. 
Of these fluids the 0.06 percent Carbopol was observed to have a 
yield stress, although its data do not differ significantly from 
those of the other two fluids. 

Similarly the 0.52 percent Carbopol unneutralized and the 
0.05 percent CMC had flow indices nearly equal to 0.89 and 
correlations of 

% 
0.52 
0.05 

C 
0.570 
0.600 

a 
0.207 
0.210 

Pr 
(ave) 
368 
172 

indicating that the flow index n is the most important rheologioal 
property which distinguishes fluids of moderate Prandtl moduli. 

Table 3 

Fluid 
Water 
0 .05% CMC 

0.06% Carbopol 
0 .06% Carbopol 
0.065% Carbopol 
0 .065% Carbopol 
0 .52% Carbopol 
0 .57% Carbopol 
0 .68% Carbopol 
0 .75% Carbopol 

n 

1.0 
0.888 

0.828(0.815 -
0.787(0.778 -
0.816(0.811 -
0.754(0.711 -
0.893(0.881 -
0.807(0.787 -
0.564(0.535 -
0.395(0.383 -

- 0.847)* 
- 0.795) 
- 0.821) 
- 0.766) 
- 0.918) 
- 0.828) 
- 0.611) 
- 0.416) 

C 

0.607 
0.600 

±0 .0027 
0.576 
0.595 
0.505 
0.546 
0.570 
0.538 
0.593 
0.660 

& 
0.200 
0.2101 

±0 .0003 
0.219 
0.223 
0.226 
0.233 
0.207 
0.222 
0.265 
0.299 

trios N n , 

0.019 
0.019 

0.019 
0.03 
0.018 
0.023 
0.021 
0.023 
0.013 
0.013 

<Hog H o * 

0.06 
0.06 

0.12 
0.057 
0.087 
0.15 
0.185 
0.027 
0.089 
0.12 

C 
[Tien] 

0.682 
0.692 

0.698 
0.700 
0.700 
0.705 
0.690 
0.700 
0.725 
0.755 

C 
[com
puter] 

0.615 
0.59 

0.57 
0.56 
0.57 
0.55 
0.59 
0.56 
0.48 
0.41 

l/(3n + 
0.200 
0.214 

0.223 
0.229 
0.225 
0.235 
0.214 
0.226 
0.271 
0.314 

2) pH 
7.0 
7.0 

6.95 
6.95 
7.15 
7.15 
3.2 
3.2 
3.2 
3.2 

* Numbers in parentheses indicate the range of flow index : 
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da 
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147 
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Fig. 10 Local heat transfer, Carbopol 940 , pH = 3.2; small plate 

Comparison of Experiment and Computation 
Table 4 indicates the correlations determined from the numeri

cal computations and compared to specific experimental measure
ments. Since the experimental data are for only one specific heat 
flux, the experimental correlations of Table 4 differ slightly from 
those of Table 3. Fig. 9 illustrates the agreement between the 
measured 0.06 percent Carbopol and 0.05 percent CMC data 
and the numerical prediction based upon the experimental con
ditions, but incorporating temperature-dependent thermal con
ductivity and consistency. As a consequence of this agree
ment, and because of the prohibitively long computation times 
associated with the highly viscous unneutralized fluids, the other 
numerical predictions were based upon the computational results 
given earlier for fluids with Prandtl numbers of water. Fig. 10 
indicates the data for the 0.75 percent Carbopol whose viscosity 
is 2500 times that of water and whose flow index is approximately 
0.4, and for 0.68 percent Carbopol whose viscosity is 1500 times 
that of water with a flow index of 0.6 and the computed heat 
transfer behavior. The results of the more viscous fluid are 
seen to be somewhat higher than the computed behavior, in 
accord with Schuh's findings for Newtonian fluids, and Kubair 
and Pei's solution for the free-forced convection of non-New
tonian fluids. 

Pig. 11 shows a comparison of representative heat transfer data 
for each of the various fluids tested, plotted as though they were 
Newtonian fluids. Tha t is, the Rayleigh number used for this 
figure is the one for Newtonian fluids (Grx* Pi',.*", n = 1.0). 
The viscosities used in reducing the heat transfer data were the 
apparent viscosities evaluated at the average shear rates at the 
plate surface for each particular test fluid. For clarity, only one 
test run was used from each set of heat transfer da ta for a particu
lar fluid. 

While the results show reasonable agreement, it should be 
noted that as the fluid index decreases from 1.0, the greater the 
distance the points are from the Newtonian fluid heat transfer 
correlation. The maximum difference shown here is about 25 
percent for the 0.75 percent Carbopol solution which had a fluid 
index of about 0.4. For the 0.06 percent Carbopol which has a 
fluid index of about 0.8, the difference is only about 10 percent. 
In many engineering applications, errors of this magnitude may be 
acceptable, thus allowing a designer to use heat transfer correla
tions with which he is familiar. 

Conclusions 
Through the use of the finite-difference numerical calculations 

and the experimental measurements, we draw the following 
conclusions: 

1 The similarity analysis of Acrivos and the integral approach 
°f Tien provide the correct form of the generalized Rayleigh num
ber and the exponent to be used in the local heat transfer coef
ficient correlation, although the measured coefficient C does not 
agree in its dependence upon the flow index n. 

O 0.05% CMC 
Q 0.06% CARBOPOL 940 pH • 6.95 
A 0.68% " " " pH- 3.2 
O 0.75% 

WATfcR 

J I . 1 

10° 10" 

GR?PR 

JO"1 10 

Fig. 11 Comparison of data based upon apparent Newtonian viscosity 
calculated at average shear rates for test conditions 

Table 4 

Fluid 
0 . 0 5 % CMC 
0 .05% CMC 
0.06% Carbo

pol 

n 
0.888 
0.888 

0.795 

C _ B 
experimental 
0.66 0.208 
0.598 0.209 

0.497 0.230 

C B Heat flux 
computed (Btu/hr-ft2) 

0.62 0.215 105 
0.55 0.219 264 

0.52 0.236 245 

2 For moderate Prandtl number fluids (Pr < 103), the flow 
index n appears to be the primary governing rheological pa
rameter. 

3 Free surface effects and small yield stresses substantially 
affect the velocity profiles in the outer portion of the boundary 
layer, but have little perceptible effect on the local heat transfer. 

4 Viscometric da ta secured through concentric cylinder vis
cosities are applicable for correlating free convection data. 

5 The finite-difference-power-law algorithms yield accurate 
predictions of velocities, temperatures, and local heat transfer 
coefficients for pseudoplastic fluids with Prandtl moduli of 5 to 
12,500 and flow indices of 0.4 to 1.0. 

6 The apparent viscosity of the non-Newtonian fluids, eval
uated at the average shear rates at the plate surface, can be used 
in the standard Newtonian fluid correlations to give predictions 
whose error varies with n, but does not exceed 25 percent for n = 
0.4. 
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Thermal Radiation from a Microscopically 
Roughened Dielectric Surface 
The emission of thermal radiation from a microscopically roughened dielectric surface 
is treated using a laminar-inhomogeneous layered model for a representation of the 
effective spatial variation in refractive index associated with a roughened surface layer. 
The Riccati equation is used to calculate the modification to the spectral angular trans-
mittance of the surface due to the presence of this inhomogeneous surface layer. A 
consideration of the emission of radiant energy from the bulk dielectric through the sur
face layer permits the angular emittance to be determined. Total emittance values are 
obtained using the spectral angular emittance data. 

Introduction 

IT IS a well-known fact that surface roughness affects 
to a great extent the magnitude, the angular distribution, and the 
wavelength dependence of the radiation properties of a surface. 
For optically smooth surfaces, the monochromatic reflectance in 
the specular direction can be predicted from electromagnetic 
theory (the well-known Fresnel laws of reflection). For an 
optically thick material, the magnitude and the directional dis
tribution of the emittance can then be obtained with the aid of 
Kirchhoff's law. Although the results obtained are applicable 
only to the ideal condition of optically smooth surfaces, they can be 
used for heat-transfer computations on surfaces where the effects 
of surface roughness, oxidation, and surface strain are insig
nificant. 

However, when the effects of surface roughness exceed the in
fluence of the optical properties of the pure material, the radia
tion properties can no longer be predicted by classical optics 
alone. Various investigators have attempted to extend the 
classical electromagnetic theory to include the effect of surface 
roughness. A comprehensive review of the major analytical 
treatments has been carried out by Beckmann and Spizzichino 
[l].1 Two basic approaches have been employed in the analysis 
of the interaction of electromagnetic waves with a randomly 
rough surface. The first is based on an exact solution by Max
well's equations involving complex boundary conditions, as done 
by Rice [2]. The second and less-rigorous approach as reported 
by Davies [3] is based on an approximation to the exact case, 
using Fresnel and Fraunhofer diffraction theories. In each case 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (without 

Presentation) in the JOTJBNAL OF HEAT TBANSFEB. Manuscript re
vived by the Heat Transfer Division December 29, 1970. Paper No. 
71-HT-U. 

the surface is assumed to be free of small-scale roughness, i.e., the 
radius of curvature of the surface is much larger than the wave
length of the incident radiation. In this case the surface is 
locally smooth and the Fresnel equations apply locally providing 
the angle of incidence is measured with respect to the local surface 
normal. Both analyses show that for a slightly rough surface 
a closed-form solution of the spectral angular reflectance on a 
stochastically rough surface can be approximated by 

p(<p, X) = pm(<p, X)-exp{-167r2o-,„ ' <p/\\ (1) 

where p„ is the spectral angular reflectance of an optically smooth 
surface, <r„, is the rms surface roughness, <p is the angle of incidence 
measured from the surface normal, and X is the wavelength of in
cident radiation. Equation (1) has been verified experimentally 
[4, 5] under the condition 

® cos2 <p « 1 (2) 

In this paper the surface is assumed to be microscopical^ 
rough, i.e., there are many surface features on an area of the sur
face given by X2. In this case the previous analyses do not apply. 
Here we treat the electromagnetic properties of the micro
scopically rough surface by assuming the transition region, i.e., 
the roughened layer extending from the bulk material to vacuum, 
can be represented as a laminar-inhomogeneous layer of equiva
lent thickness. The index of refraction of this layer at a given 
value of the z coordinate, whose axis is along the normal to the 
surface, is taken to be an average value for the roughened surface 
over a plane parallel to the surface at the same z coordinate. 

The reflectance of this laminar-inhomogeneous layer is calcu
lated utilizing the Riccati equation as modified by Van Cittert [6] 
for determining electromagnetic amplitude reflection coefficients. 
Assuming that the dielectric bulk material is optically thick, a 
knowledge of the reflectance of the transition la3'er combined 
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V . d q 

n=n(z) 

d q ^ d n 

VACUUM 
n = l ydq* 

D = emix-E (3) 

Z=Q Z=J 

Fig. 1 Reflection and transmission of an electromagnetic wave through 
a laminar-inhomogeneous layer 

with Kirchhoff's law provides the emittance of the roughened 
dielectric surface. 

Utilizing this analysis, values of spectral angular emittance, 
total angular emittance, and total hemispherical emittance are 
presented for various distributions of the refractive index in the 
layer, and for various layer thicknesses and temperatures. 

Analysis 
Let us consider the geometry shown schematically in Pig. 1. 

The dielectric is separated from the vacuum by a laminar-in
homogeneous layer of thickness I in which the variation of the 
refractive index n(z) with layer depth is equivalent to that occur
ring in a microscopically roughened surface layer. 

The problem in translating a roughened surface layer into an 
equivalent inhomogeneous surface layer from the standpoint of 
radiative properties is to provide an equivalence in the two cases 
in terms of the variation of refractive index with respect to depth. 
Landau and Lifshitz [7] have provided a formalism which may be 
used to establish the effective index with respect to depth for a 
roughened surface layer. Here the effective dielectric constant 
«mix of a volume element encompassing the two phases (portions 
of the roughened dielectric and vacuum) is given through the de
fining equation 

where D and E are respectively the average displacement and 
electric field vectors in the volume element. Landau and Lif
shitz have observed that these average field vectors can be defined 
through the equation 

IL {D - tiE)dV = D - e i5 (4) 

where, in the present case, €j is the dielectric constant associated 
with the vacuum phase, i.e., ei = 1. Consider an electromag
netic wave at normal incidence to the dielectric. Here, the elec
tric field vector will be continuous across the vacuum-dielectric 
boundary and thus the displacement vector in the dielectric will 
be given by D = e2E; further, E = E, where E is the electric field 
vector in vacuum. Substituting this relationship in equation (4), 
we find 

C(e2 - ei )£ = D - e j i (•r>) 

where C is the fractional volume occupied by the dielectric in the 
volume element of interest. This follows since in the vacuum 
phase the integral vanishes except in the portions of the volume 
encompassing the dielectric phase. Thus, we have 

D = [e, + C(e2 - eO]E 

= 6! + C(<F2 — €l) (0) 

Utilizing the well-known relationship that the index of refraction 
of a medium is related to its dielectric constant by n2 = e, we 
have 

1 + C ( V - 1) (7) 

For any given roughened surface geometry, the average volu
metric concentration of the dielectric phase can be defined as a 
function of depth, i.e., C = C{z). Once this latter quantity has 
been defined, the effective index of the roughened layer with 
depth is simply 

n\z) = 1 + C{z){n<? - 1) (8) 

•Nomenclature-

c = velocity of light in vac
uum = 2.998 X 108 

m/sec 
ej.x(^) = spectral blackbody emis

sive power, w/m 2 

h = Planck's constant 
k = Boltzmann'.s constant 
fco = wave number in vacuum, 

2TT/A 

I = thickness of inhomoge
neous layer, m 

m = function of z defined by 
equation (4) 

n = refractive index; ra0 is the 
value of n at z = 0 

nnl/Xm cos (p = dimensionless optical 
thickness of the inho
mogeneous layer 

q = time-averaged radiation 
heat flux defined by 
equation (13) 

T = absolute temperature, 
degK 

r, = transmittance of s wave 
T„ = transmittance of p wave 

Vs = amplitude reflection co
efficient of s wave 

Vv = amplitude reflection co
efficient of p wave 

p(<p, X, I) = spectral angular reflec
tance on a stochasti
cally rough surface 

p„(<p, X) = spectral angular reflec
tance of an optically 
smooth surface 

e(<p, X, I) = spectral angular emit
tance, stochastically 
rough surface 

e«,(tp, X) = spectral angular emit
tance, smooth surface 

e(<p, I) = angular emittance, sto
chastically rough sur
face 

£<o(<p) = angular emittance, 

smooth surface 
eN(l) = normal emittance, sto

chastically rough sur
face 

tjvco = normal emittance, 
smooth surface 

e s ( 0 = total hemispherical emit
tance, stochastically 
rough surface 

€//<» = total hemispherical emit
tance, smooth surface 

6 = angle of incidence 
6C = critical angle of incidence 
X = wavelength of electro

magnetic wave 
Xm = wavelength at which 

eb\ is maximum = 
0.2898/r cm 

p = reflectance = ^(IT7,!2 + 

\V I2) 
cr = Stefan-Boltzmann con

stant = 5.668 X 10 ' 8 

w/(m 2 degK 4 ) 
<rm = rms roughness 

T = refractive angle at solid-
vacuum surface 

0 = solid angle, steradian 
y = function of z and n de

fined by equations (5) 
and (6) 
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This, then, is the proper prescription for the index of refraction of 
the corresponding inhomogeneous surface layer with depth. 

The amplitude reflection coefficient of a plane electromagnetic 
wave incident at the interface, z = 0, .taking into account the 
multiple reflections in the layer, is given by Van Cittert 's modifi
cation of the Riccati equation [6, 8] 

dV 

dz 
= -limV + 7 (1 - V2) 

where 

m(z) = k„n(z) cos 6(z) 

(9) 

(10) 

For the case in which the electric vector is polarized normal to the 
plane of incidence (s wave), 

7,(2) = 
2m 

(11) 

For the case in which the electric vector is polarized parallel to the 
plane of incidence (p wave) 

7P(z) = 
2m 

n' 

n 
(12) 

The quantities m ' and n' are the derivatives of m and n with re
spect to z. According to Snell's law, the product n(z) sin 8{z) is a 
constant. This latter fact can be used to yield a relationship be
tween 8' and n'. Hence, equations (11) and (12) can be rewritten 
as 

7»(«) = 

7p(«) = 

2n(z) cos2 

1 

n(z) \ 2 cos2 i 
- 1 

(11a) 

(12a) 

In order to solve equation (3) uniquely, the boundary condition 
to be used is 

0 I (13) 

To provide a general solution to equation (9) for all values of l/X 
and V, we let 

V X + %Y (14) 

By substituting equation (14) into equation (9) and separating 
the real and imaginary terms, we obtain 

dX 

dz-
= 2mY + 7 (1 + P - X2) 

dz 
-2mX - 2yXY 

(15a) 

(156) 

The amplitude reflection coefficient at z = I is assumed to be zero; 
using this assumption, the amplitude reflection coefficient at z — 0 
is obtained by numerical integration of equation (15) to give 

\V\ = (X2 + F2) •A (16) 

This is a function of X and 6 for a given n{z) and I. 
From equations (11) and (12), it is seen that two values of \V\ 

at z = 0 can be separately evaluated from equation (16), corre
sponding to the cases in which the electric field vector lies normal 
or parallel to the plane of incidence. These can be designated 
\V\S and |V\p respectively. 

Since the layer is non-absorbing or optically thin, the trans-
mittance at z = I can then be given by 

= 1 - \V\- (17a) 

(176) 

For thermal radiation which is unpolarized, the above may be 
combined to give 

r = i(r, + TP) (18) 

Referring to Fig. 1, internally generated thermal radiation flux 
incident in an element of solid angle dQ at the angle of incidence 8 
and with a wavelength in the range of dX has a time-average 
value per unit surface area of 

dq = — n2 cos 9d£ld\ 

The transmitted fraction of the flux is 

j ' = rdq — r — n2 cos 8d£ld\ 
T 

(19) 

(20) 

This flux can be translated into the emergent flux by noting that 
the angles d and <p shown in Fig. 1 are connected through Snell's 
law, 

sin (p 

Hence. 

cos ddQ, = 27r sin 8 cos 8d8 

— 2-ir sin <p cos ipd<p/n2 

= cos ipdQ'/n* 

Equations (19) and (20) can now be written as 

dq cos <pdWd\ 

e&x dq' — T — cos <pd£l'd\ 

(21) 

(22) 

(19a) 

(20a) 

By use of Krichhoff's law, the spectral angular emittance is de
fined as the ratio of the transmitted fraction of the flux to the 
emission of a blackbody per unit time and surface area contained 
within a solid angle d£2' and a wavelength range dA, i.e., 

e(ip, X, I) = dq'/dq = r 

The total angular emittance is defined by 

e(<P, I) 
Jx / Jx 

r. 

(23) 

(24) 

rebXd\/{<jTi) 

The total hemispherical emittance is defined by 

• J T / 2 tM-^££ reb\ sin <p cos <pd<pd\ (25) 

Results 
Exact solutions of the amplitude reflection coefficients for nor

mal incidence have been obtained by Rayleigh [9] and Brekhov-
skikh [10] where the index of refraction varies according to 

n{z) = 
21 

1 + z 
(26) 

To test the validity of the present method, the amplitude reflec
tion coefficients with the same n{z) variations as in equation (26) 
were determined from equations (15) and (16). The results, as 
shown in Fig. 2(a), are identical to the exact solutions given in [9] 
and [10]. The results show that as k0l increases, the absolute 
value of the amplitude reflection coefficients in the direction nor
mal to the surface fall off sharply to zero and then fluctuate. The 

Journal of Heat Transfer FEBRUARY 1 9 7 2 / 75 

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



V 

0.3 

0.2 

0.1 

jfrhz ' o 

NORMAL INCIDENCE 

1.0 2.0 3.0 

V 

n(z) 

X . U 

1.4 

1.3 

1.2 

1.1 

i r> 

- \ \ ^ E Q . (27b) 

\ \ \ A-EQ. (27a) 

\ ^ V \ 
no = x 5 \ X\ 

EQ. (27c)-/ ^ ^ / ^ V 
I i i n - O s 

Fig. 2(a) Reflection coefficients; jVj vs. M at normal incidence 
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Fig. 2(d) Transmission coefficients; rs and TP V S . kal 

amplitude coefficient is zero whenever the value of the k0l 
( = 2irl/\) is given by [ (W/ ln n„)2 + 1/4] 1^{n0 - 1 )/n0, where / 
is any positive integer. As the value of k0l increases, the peak 
values of \V\ become smaller and smaller. Hence, as l/X grows 
large, the values of | T |̂ become so small tha t we can approximate 
the value of transmittance as unity. 

One of the prime considerations in the representation of a 
roughened surface by a laminar-inhomogeneous layer is the sensi

tivity of the resulting transmission coefficients to the particular 
spatial variation of the index of refraction of the layer chosen for 
the representation. Since for a particular roughened surface the 
surface characteristics are not generally experimentally well-
defined, it is highly uncertain just what particular geometry to 
choose for its mathematical representation. Hence, if the present 
analyses are to represent a realistic analytical technique, hope
fully the results should not depend strongly on the particular 
dielectric mass distribution chosen to develop n(z) for the laminar-
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inhomogeneous layer. To investigate this question, we will con
sider several alternative surface mass distributions given by the 
following geometries: 

(a) Two-dimensional half-sine surfaces 
(6) Two-dimensional triangular surfaces 
(c) Three-dimensional cones 

The refractive index n(z) at each z, 0 < z < I, can be assumed to 
be given by (n?(z) — 1)/(MO2 — 1) = A(z) [see equation (8)], 
where A(z) is the fractional area occupied by the dielectric ma
terial in a plane normal to the z axis. The distribution of refrac
tive indices for the above geometries are then given respectively 
by: 

n{z) = (n0 — 1) 1 - s in- 1 (z/0 
7T 

+ 1 

n(z) = (n„ - 1)(1 

n{z) = (n0 - 1)(1 

z/l) + 1 

z/lY + 1 

(27a) 

(276) 

(27c) 

where na is the value of n at z = 0. The rms roughness <J„, has 
generally been used to characterize the roughness of a surface. 
Hence, I may be replaced by <r„, through its definition. 

Equations (27) are plotted in Fig. 2(6) for the case of n0 = 1.5. 
The angular dependence of the amplitude reflection coefficients 

is shown in Fig. 2(c). The results as calculated by use of equa
tions (27a) and (276) for a representation of surface roughness are 
practically the same (shown as solid lines). For small values of 
7coZ(< 0.5), the values of \V\ as calculated from equation (27c) are 
also identical to those computed from equations (27a). How
ever, as k0l increases, the amplitude reflection corresponding to 
equation (27c), shown as dotted lines in Fig. 2(c), is seen to be
come gradually higher than that for the surface roughness given 
by equations (27a) and (276), except for \v\p at <p > 55 deg. The 
differences are appreciably higher in \v\, than in \v\p. Never
theless, the maximum difference in the resulting values of trans-
mittance is less than IV2 percent in all cases. Hence, only the 
simpler linear distribution of equation (276) is used for the suc
ceeding calculations. 

The transmittances are calculated from equations (17) and 
(18). Typical results for n0 = 1.5 are plotted in Fig. 2(d). The 
spectral angular emittances were calculated from equation (23) 
and plotted in Fig. 3. The total angular emittances were calcu
lated from equation (24) and plotted in Fig. 4. The total 
hemispherical emittances were calculated from equation (25) and 
plotted in Fig. 5. The above results are presented with n0 = 1.5, 
2.0, and 4.0, and layer thicknesses ranging from l/Xm = 0.0017 
to 0.34. 

Discussion 
In the present analysis, the value of n at z = I is taken to be 1 

(the la3rer is facing vacuum), while the value of n0 is that of the 
homogeneous bulk material separated by the layer from the 
vacuum. Typical values of amplitude reflection coefficients cal
culated from equations (15) and (16), in which n(z) varies accord-
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ing to equation (27), are plotted in Fig. 2(c) for n0 = 1.5. The 
following observations have been made from these results: 

(a) For the component of the electromagnetic wave parallel to 
the plane of incidence, the amplitude reflection coefficient \v\P de
creases with increasing <p and reaches a minimum at approxi
mately <p = 55.8 deg {6 = 33.45 deg). The values of VP then 
increase rapidly toward 1 at ip = 90 deg (8 = 8C = 41.81 deg). 
The value of 8 where Vp is a minimum agrees with the Brewster 
angle which is given by co t - 1 n0. 
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Fig. 5 Total hemispherical emittance; (a) (top) es(/) vs. l/\m; (b) (bot
tom) e f l ( / ) / e j / „ vs. i /Xm 

(6) Both \V\, and [F | p decrease with increasing values of 
k0l( — 2irl/\), except for \V\P at <p > 50 deg. In the latter case, 
I^IJ , increases slowly with k0L 

(c) At long wavelengths, or for very thin layers such that W 
—*• 0, the amplitude reflection coefficients are relatively insensitive 
to wavelength. This should be the case since for a smooth dielec
tric surface the reflectance is independent of wavelength [11]. 
For the case of normal incidence, as kol —»• 0, the amplitude reflec
tion coefficient \V\ is seen to approach that of a smooth surface us 
given by (n — l ) / ( n + 1). 

(d) The results as calculated by using any one of the equa
tions (27) are practically the same. This implies that the 
amplitude reflection at z = 0 is not significantly affected by the 
assumed n{z) distributions in the layer. 

The transmittal!ces calculated from equations (17) and (18) for 
the case of na = 1.5 are plotted in Fig. 2(d). 

These results indicate that the roughness effects on the trans-
mittance become significant at k0l > 0.5 or l/X > 0.1. If wo 
define Xm = 2.898 X l O - ' / T m, where X,„ is the wavelength at 
which the blackbody emissive power is a maximum and T is in deg 
K, then the layer thicknesses used in the following calculations 
are in the range defined by 

0.0017 < l/\m < 0.34 

Typical values of the spectral angular emittance as calculated 
from equation (23) are plotted in Fig. 3(a, b, c) for l/\n = 0.017, 
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0.17, and 0.34. The refracting index n{z) varies according to 
equation (276) with n0 = 1.5. At small values of l/\,„ (very thin 
layers or low temperatures), the effect of X/Xm is small and the 
surface can be treated as gray. At higher l/\m, e(<p, X, I) de
creases monotonically with increasing X/X,„. 

The total angular emittance values calculated from equation 
(24) are plotted in Fig. 4(a, b) for n0 = 1.5 and 2.0, respectively. 
At given l/X„„ e(<p, I) remains uniform for <p between zero and an 
angle which increased with n0. Beyond this point, e(<p, I) falls 
off rapidly. At n0 = 4 and l/\„, = 0.017, Fig. 4(c), e(<p, I) re
mains uniform up to very large if ( ^ 8 0 deg). At a given value 
of <p, the magnitude of e(ip, I) decreases with increasing no; but 
the value of e(<p, I) increases with increasing l/\m and this in
crease is rapid for higher values of n0. The total angular emit
tance of a smooth dielectric surface, based on electromagnetic 
theory, is given by Sparrow and Cess [12] as 

«-(*>) 
2a cos <p 

(a + cos ipY 1 + n0' 
(a cos (p + sin2 ip)2j 

(28) 

in which a2 = n0
2 — sin2 <p. For normal incidence, equation (28) 

yields 

e„„ = 4n„/(n„ + l ) 2 (28a) 

Equation (28) has been used to calculate e„ and the results are 
plotted in Fig. 4(a, b, c) as dotted lines. As l/\m —»- 0, it can be 
seen that e(l, (p) —*• e„((p) only at low n0 and small <p. This is due 
to the fact that for non-normal emittance the dimensionless opti
cal thickness is approximately given by n0l/\m cos <p. For ex
ample, if »o = 4 and <p — 80, then the effective ratio of n0l/\m cos 
ip for l/Xm = 0.017 is approximately 0.4, a significant dimension-
less film thickness in terms of modification of the optical proper
ties. Therefore, at high n0 and large <p, the effect of roughness 
can still be significant for small values of l/\m. 

Total hemispherical emittances eH(l) as calculated from 
equation (25) are plotted in Fig. 5(a). I t is seen that eH(l) de
creases with increasing n0. In general, eH{l) increases with l/\„, 
more rapidly at higher n0. As l/Xm approaches zero, the values 
of eH (I) should approach tHco of a smooth dielectric surface of the 
same value of n0. The latter as given in [12] is 

2- + ^ 
3 3n( 

+ 
n0(n0 + l)2(n0

2 - l ) 2 

+ 

2(n„2 + 1)= 

no2(w0 + l)(n0
2 + 2n0 - 1) 

(n„2 + l)2(n„ - 1) 

_ in^ino* + 1) 
(n„2 4- l)3(n0 - l ) 2 

In 
/no + l \ 

\n0 - 1/ 

In n0 (29) 

in which the normal emittance is calculated from equation (28a). 
The ratio of eH(l) calculated for a roughened surface using 

equation (25) and the value of eHa calculated for a smooth surface 
using equation (29) is plotted in Fig. 5(&). In general, this ratio 
increases with both no and l/\m. For materials having a rela
tively low index of refraction, i.e., n0 < 2, the hemispherical 
emittance is not altered appreciably from its value for a smooth 
surface in the presence of microscopic surface roughening. Even 
for materials such as germanium (n0 = 4) which possess a very 
high index of refraction, the percentage increase in total hemi
spherical emittance due to microscopic surface roughness is less 
than 30 percent for l/\m < 0.17. 

Conclusion 
The emission process of thermal radiation from a microscopi

cally roughened dielectric surface into vacuum has been treated 
by using a laminar-inhomogeneous layered model for a described 
surface. The emission process of thermal radiation from the 
rough surface can then be described by the following observations 
made from the results obtained in the present analysis. 

(a) For given dielectric surfaces, the variation of n(z) in the 
layer does not significantly affect \V\ for given n0. This implies 
that the emission process is not strongly dependent on the par
ticular surface roughness geometry assumed. 

(6) The method has been used for values of l/Xm less than 
0.34. At any given X,„, as the thickness of the layer increases, the 
values of the reflection coefficient j T̂ j become smaller and 
smaller. In the limiting case of l/\m —>• co, the values of \v\ are 
zero. The method can be extended to values of l/\m > 0.34, but 
eventually as I increases, the surface ceases to be microscopically 
rough from the standpoint of the present criterion that many 
features should be contained in an area of the surface given by 
X 2. 

(c) The spectral angular emittance, e(<p, X, I), decreases with 
increasing <p and increases with increasing l/\m. At small l/\m, 
e(<p, X, I) becomes independent of wavelength and is equal to that 
for a smooth dielectric surface. The roughness effects on e(<p, X, 
I) become insignificant at l/\ < 0.1. 

(d) The total angular emittance, e(<p, I) is generally higher, 
and remains uniform over a wider range of <p, than e„(<p) for a 
smooth dielectric surface with the same n0. 

(e) The total hemispherical emittance, eH(l), of roughened 
surfaces is higher than tha t of smooth surfaces of the same ma
terial. The ratio eH{l)/eHa> increases with both increasing n0 and 
increasing l/Xm, and for the latter increases more rapidly at 
higher values of ra0. However, even for a material of a very high 
index of refraction such as germanium with n0 = 4, the percentage 
increase in total hemispherical emittance is less than 30 percent 
for values of Z/Xm < 0.34. 
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Laminar Natural Convection under 
Nonuniform Gravity1 

Laminar natural convection is analyzed for cases in which gravity varies with the dis
tance from the leading edge of an isothermal plate. The study includes situations in 
which gravity varies by virtue of the varying slope of a surface. A general integral 
solution method which includes certain known integral solutions as special cases is de
veloped to account for arbitrary position-dependence of gravity. A series method of 
solution is also developed for the full equations. Although it is more cumbersome it pro
vides verification of the integral method. 

Introduction 

t IATURAL convection from an isothermal plate sub
ject to a variation of gravity, g = g(x), with the distance, x, from 
the leading edge, is a fairly common situation. Convection from 
any body whose slope, measured with respect to an earth-normal 
gravity field, ge, varies with x, can conveniently be treated as a 
variable gravity problem if the boundary layer thickness is small 
enough. 

Centrifugal gravity fields commonly arise in many rotating 
machinery applications. The fact that body forces can play an 
important role in the cooling of turbine blades is one example. 
Our particular interest was stimulated by a heat-exchanger design 
for an experimental centrifuge. Another evocative example is 
the use of a gravity field created artificially in an orbital space 
station by rotation. These examples are only a small sampling 
in comparison with the myriad physical processes that involve 
convection on rotating and/or curved plates at the earth's sur
face. Curiously, the problem.of treating such convection for 
cases other than g ~ x and g ~ sin [(constant)(a;)] has been 
virtually untouched. 

The first analyses of the nonuniform gravity fields caused by 
rotation of a plate were apparently those of Lemlich and his co
workers. In a series of papers they considered gravity fields of 
the form g — CO2.T., where o> is the angular speed of rotation and 
where the leading edge is located on the axis of rotation. They 
solved the integrated equations of motion for both laminar and 
turbulent flow [1, 2] a and directly integrated the unsteady bound
ary layer equations [3]. The large time result verified their 

1 This study has received partial support under NASA Grant 
NGR/18-001-035. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TBANSFEB. Manuscript 
received by the Heat Transfer Division October 27, 1970. Paper No. 
71-HT-CC. 

earlier integral calculation, but Lemlich later found similar solu
tions which verified both of the previous calculations [4]. Most 
recently, Lemlich and Pavri [5] offered experimental verification 
of their theoretical work using appropriately contoured plates in 
earth-normal gravity. 

The important problem of a rotating plate lying in a radial 
plane with its leading edge a distance x0 from the axis was ap
proached in a limited way by Catton [6] in 1968. In this case 
g = a>z(£o — x) and a similar solution cannot be found. Catton 
employed Braun and Heighway's [7] integral equations for large 
Prandtl number, Pr, and obtained a result in series form. 

Since the classical work of Eay [8] on horizontal cylinders, 
several authors have considered convection in the nonuniform 
gravity fields caused by contoured plates. Herman [9] gave a 
particularly complete treatment of the horizontal cylinder in
corporating his own experimental results with those of Nusselt 
and Jodlbauer [10]. More recently, Braun, Ostrach, and 
Heighway [11] developed a series of axisymmetric and two-di
mensional body contours which lead to similar solutions. In 
obtaining numerical results they made use of the integral equa
tions of Braun and Heighway for both high and low Pr. 

Although the integral formulations given by Squire [12] and 
Eckert [13] are purportedly appropriate to all Prandtl numbers, 
the method is intended for the moderate Pr range. Braun and 
Heighway have given improved versions of the integral equation 
method appropriate to the high and low Pr limits, but their 
method is algebraically cumbersome and it fails near Pr = 1-. 
The Squire-Eckert method (originally used with the vertical 
plate) has been applied to the horizontal cylinder by Schuh [14], 
to the class of surfaces that admit similar solutions and to the 
horizontal cylinder and sphere by Merk and Prins [15], and to 
the horizontal plate by Levy [16] and by Singh et al. [17]. 

Some natural convection problems which do not yield to a 
similar solution have been solved by series expansion methods. 
Herman treated convection from horizontal cylinders in this 
way. Chiang et al. [18] applied such a method to convection 
from a sphere, and Cremers and Finley [19] confirmed their pre-
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Fig. 1 The five .natural convection configurations under consideration 

diction experimentally. The method, as we apply it here, is 
close to that used by Eichhorn [20] in a problem of nonuniform 
ambient temperature. Chiang and Kaye [21] also applied a 
series expansion method to the prediction of local natural convec
tion for small x on nonisothermal cylinders. 

Our present objective is to predict the steady natural convec
tion heat transfer from plates subject to a general variation of 
gravity g = g(x). We shall do this by extending the Squire-
Bckert integral method for use with a general g(x), and by de
veloping a series expansion method for use with a general g(x). 
The integral result can be written in closed form with the help of 
an accurate simplifying assumption. The series method, though 
lengthy, provides a check on the application of the integral 
method. 

Five Specific Problems Involving g = g(x) 
In developing the methods of solution, we shall refer to five 

applications. They are shown in Fig. 1 and they include: 

Case 1. The vertical plate in earth-normal gravity, ge. 
Case 2. The finite hot plate of length x<>, rotating at to rad/sec 

in a radial plane about the line x = 0. 
Case 3. The infinite cold plate rotating at o> rad/sec in a radial 

plane with its leading edge beginning a distance xa from the axis 
of rotation. 

Case 4. Same as Case 3 but with the leading edge located on 
the axis (xt, = 0). 

Case 5. The horizontal cylinder in earth-normal gravity, ge. 

In Cases 2, 3, and 4, the mass of fluid is presumed to be rotating 
synchronously with the plate. The sign conventions in all five 
cases are as follows: AT is the plate temperature minus the 
ambient temperature (positive for hot plates and negative for 
cold plates), g is positive in the negative x direction. 

Case 1 has been solved both by the integral method [12, 13] 
and exactly [22]; so too have Case 4 [1-5] and Case 5 [8-11]. 
These solutions will provide points of reference for the present 
method. Cases 2 and 3 have only been touched upon [6] and 
they will be developed fairly fully here. 

Integral Method for General g(x) 
The integral method proceeds as follows: The momentum 

and energy equations, once integrated across the boundaiy layer, 
are3 

dx I 
Jo 

-^2 | pu2dy = - C r + f 
Jo 

pg0(T - Ta)dy (1) 

and 

d_ 

dx J" 
Jo 

u{T — l\)dy = —a 
b(T - TJ 

by 
(2) 

where g is a prescribed function of x. In these equations we take 
the thermal and hydrodynamic boundary layer thicknesses to be 
equal, thus suggesting that the results will be most accurate for 
Prandtl numbers that are not too far from unity. 

The temperature and velocity profiles assumed by Eckert are 

and 

T - Ta = AT(1 - 17) 

Ur)(l - riY 

(3) 

(4) 

where U is an as-yet-undetermined characteristic velocity whose 
form is to be dictated by equations (1) and (2). The magnitude 
of t/ should depend on Pr. 

3 Symbols not defined in the text are ones in common use. 
are explained in the Nomenclature section. 

They 

-Nomenclature 

Gr,, 

D 

f 

F. F -

Gr 

Grx 

h = 

local skin friction coefficient 
diameterof a cylinder 
function of x and Pr defined 

in the context of equa
tion (5) 

dimensionless stream func
tions 

Grashof number, 
(3ATg(x)x3/v2 

local Grashof number based 
on a uniform reference 
gravity, e.g., f3ATgex

3/v2 

ovfiAT(w2Xo)x3/v2 

Gr based on x0 or D, re
spectively, instead of x 

local acceleration in the 
direction opposite of the 
x axis 

acceleration of the earth's 
gravitational field 

local convective heat trans
fer coefficient 

0 
h(x)dx or 

k 

Nu 

Nu 

Nu D 

Pr 
T 

Ta 

U 
u 
v 
x 

Xo 

2 

wD I 
wD/2 

h(x)dx 

thermal conductivity 
local Nusselt number, hx/k 
Nusselt number, hxo/k 
Nusselt number, hD/k 
Prandtl number 
temperature 
ambient temperature 
characteristic velocity 
velocity in x direction 
velocity in y direction 
axial coordinate 
distance of leading edge of 

the plate from the center 
of rotation 

coordinate perpendicular to 
surface 

a 

8 

AT 

P 
T 

thermal diffusivity 
bulk coefficient of thermal 

expansion 
boundary layer thickness 
difference between surface 

temperature and ambient 
temperature 

nondimensional distance in 
y direction, y/d. Also 
equation (A4) in context 
of Appendix 

nondimensional tempera
ture, equations (A4) and 
(A9) 

viscosity 
kinematic viscosity 
nondimensional distance in 

x direction, equation (A4) 
density of fluid 
shear stress at the surface 
stream function 
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Fig. 2 Comparison of exact and approximate values of f for rotating 
plates with leading edge a distance x0 from the axis 

For the vertical plate where g = ge, U turns out to have the 
form f(Pr)PATge5

2/4:V. To treat cases of nonuniform g, and to 
satisfy the dimensional requirements of the problem, we will re
tain this form but will include x as an independent variable in / . 
Thus we generalize the Eckert-Squire method by writing U as; 

BAT 
U = f(x, Pr) g(x)8* 

4J/ 

If equations (3), (4), and (5) are substituted in equations (1) 
and (2) and the result rearranged, we obtain two equations fo r / 
and 5: 

d_ 

dx :(/ff)v,«]< 
448y2 

(SAT 
(fg) •A 

and 

d u „ 320 v* 

dx lyjy' ' Pr pATKJy> 

(6) 

(7) 

Let us now eliminate S(x) from this pair of equations and solve 
ior / . Integrating each with respect to x and combining the re
sults gives the following integral equation for/.-

f(x, Pr) 
7Pr Jo If 
5gl/" 

(fg)'/hdx 

r 
Jo 

Ua)1/3dx 

"A 

(8) 

Equation (8) is a troublesome result. I t can of course be inte
grated numerically but we wish to avoid that. Fortunately, ex
perience with natural convection suggests that the x-dependence 
of/should not be strong. Indeed, as in Cases 1 and 4, / i s .-c-inde-
pendent when the problem admits of a similar solution. In other 
cases, as we justify below, / can be approximated by factoring it 
out of the integrals in equation (8) and solving the result ex
plicitly for/. This gives 

f(x, Pr) : 
5g • 0 

/'dx 

7 Pr rx 

Jo 
v'dx 

(9) 

Neglecting the x-dependence of / in equation (7) [or equation 
(6)] as well, we can integrate it and solve the result for 5. This 
gives 

V320 y2 Cx u •, 

Finally with the help of equation (3) we obtain 

x d(T - r . ) 2x 
Nu = - — - k = - r 

hAT ay „_0 o 

or using equation (10), 

»Hir'^//>< 'dx 

(11) 

(12) 

Equations (12) and (9) will meet our objective if we can justify 
the approximate form of f(x, Pr) and if we can show that the 
integral method gives good accuracy. 

On the Effect of Approximating f 
In using equation (12) to determine Nu, we have introduced 

two approximations. In the first place, equation (9) is an ap
proximation to the true value of / implied by equation (8). In 
the second place, when integrating equation (7), we assumed that 
g and <5 were the only x--dependent functions. We now examine 
the degree to which these approximations affect the solution. 

Cases 1 and 4. In both instances, a similar solution is possible 
so / is ^-independent. Our results are the same as those of 
Eckert [13] and Lemlich [1]. For Case 1 specifically 

Nu = 0.508 1 
20 

21 Pr 

V* 
(GrxPr)'A (13) 

(5) where Gr^ = /3gtATx3/v\ For Case 4 

Nu = 0.546 1 + 7 P r 
(Gr Pr)1/* (14) 

where Gr = /SoMTV/j'2-
Cases 2 and 3. Here, / will be x-dependent,_ so using g — 

±co2a'o(l T x/xa) we find from equation (9) the result 

4 
/ = V 1 + 7 P r ( 1 

1 =F 
'A 

1 

(-r (15) 

where the upper sign refers to Case 2 and the lower to Case 3. 
Equation (15) is plotted for both cases and for several values of 
Pr in Fig. 2 along with the numerical solutions to equation (8). 
The latter were found by iteration starting from the values 
given by equation (15). 

In Case 3, the error is everywhere less than 3 percent. In Case 
2, the error increases with x/xr, but is less than 10 percent for x/xt 
< 0.5 for all Pr. For larger x/x„ the error becomes very large in 
Case 2, approaching 100 percent at x/x0 — 1.0. This occurs in a 
region of rapidly increasing 8 and, indeed, not only the approxi
mation to / , but the whole concept of a boundary layer deteri
orates in this range. The percentage error in the approximation 
to / also decreases with increasing Pr in both cases. 

To illustrate the error in the heat transfer prediction intro
duced by the approximate / used with equation (12), we have 
integrated equation (7) for Case 2 with Pr = 0.7 using the exact 
/ from equation (8). The result, included in Fig. 2, indicates 
that the magnitude of the error in Nu is considerably less than 
that in / . The approximation underestimates the value of Nu 
by no more than 9 percent up to x/x0 = 0.8, then it deteriorates 
rapidly. 

From equation (12) we see that Nu varies as/1 /4 so errors in the 
prediction of the heat transfer rate caused by the degree of ap
proximation in equation (9) will be correspondingly diminished. 
As much as 25 percent error in / will lead to less than 6 percent 
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Table 1 Comparison of Nu for Pr = 0.7 as computed by the integral 
method, based on both exact and approximate f 

Table 2 Comparison of similar and integral method solutions 

exact f 

approximate f 

error due to 
approximation 

Case 2 
Rotating 
Hot Plate 

— 1/4 
Nu /Gn / = 0.430 

o 

Nu/Grx
1 /4 = 0.411 

. o 

-4.4% 

Case 3 
Rotating 

Cold Plate 

N u / G r J / 4 = 0.548 
o 

Nu/GrJ^4 = 0.550 xo 

0.4% 

Case 5 
Horizontal 
Cyl i nde r 

N^ D /G r^ 4 = 0.398 

Nu D /Grp / 4 = 0.381 

-4.3% 

f (x,Pr) 

Fig. 3 Comparison of exact and approximate values of f for a horizontal 
cylinder 

error in Nu, for example. 

Overall Nusselt numbers, Nu, based on h 

- P c« Jo 

where h = 

h(x)dx have been calculated from the integrated equa-
x0 

tions, using both the exact / and the approximation, and are 
given in Table 1 for Pr = 0.7. The difference is negligible for 
the cold plate and less than 5 percent for the hot plate. 

In both cases, the boundary layer is initially identical to that 
on a vertical flat plate where / is independent of x. As re in
creases in Case 3 the boundary layer should pass over to the 
similar form dictated by g = w2x where / will again be .r-inde-
pendent. The ratio of the two limiting values of / is given by 

fx-+o 

JX—>co 

1 + 
20 

21 Pr •] 
1 + 

7 P r 

1 + 

1 + 

8 

7 P r 

20 

21 Pr 

(16) 

which approaches e /5 for small Pr and unity for large Pr. Thus 
the change in / with x in Case 3 is not great (even at small Pr) and 
the approximation is quite accurate for all x. 

Case 5. The lower half of the horizontal cylinder resembles 
Case 3 in that g increases in the direction of flow. Using the same 
reasoning the upper half of the cylinder resembles Case 2. The 
details are different of course but the error in / represented by 
the approximation of equation (8) displays a similar behavior 
with the greatest errors occurring in the deceleration region (see 
Kg. 3). 

We also show in Fig. 3 the local heat transfer coefficient for 
both the approximate / and the numerical solution of equations 
(8) and (7). The mean Nusselt number using the approximate/ 
(see Table 1) turns out to be only 4.3 percent less than that found 
by numerical integration of equations (8) and (7). 

P r 

0 . 1 

0 . 7 

0.71 

0.72 

1.0 

10.0 

100.0 

Nu 

Gr 

Case 1 

Vertical Plate in 
Uniform Gravity 

I n t e g r a l 

0.159 

0.376 

0.378 

0.380 

0.430 

0.883 

1.63 

Similar 

0.163 

0.353 

0.356 

0.40 

0.825 

1.55 

Percent 
Error 

-2 .45 

+ 6.52 

+6.75 

+7.5 

+7.04 

+5.16 

1/4 

Case 4 

Rotating Cold Plate with 
Leading Edge on Axis 

I n t e g r a l 

0.0984 

0.392 

0.395 

0.398 

0.452 

0.945 

1.72 

Similar 

0.37.0 

0.372 

0.414 

1.647 

Percent 
Error 

+5.95 

+ 6.2 

+9.2 

+4.44 

Comparison of Integral Method with Exact Solution 
of Differential Equations 

We have shown that the approximate form of/ (which leads to 
a closed-form solution for Nu) is in most cases sufficiently ac
curate as a representation of the solution to the integrated equa
tions. We now turn to the question of the accuracy of the inte
gral method itself. In each of the comparisons below we use the 
approximate form of/ in the integral method. 

Cases 1 and 4. For Cases 1 and 4, where similar solutions exist, 
the accuracy is quite easy to check. As shown in Table 2, the 
integral solution fares quite well even at the extreme values of 
Pr represented. 

Cases 2 and 3. For Cases 2 and 3, the literature contains only 
the limited results of Cat ton [6] and these are purported to be 
appropriate to large Pr only. Since there are apparently no ex
act solutions or experimental results with which to compare either 
our own integral method solution or that of Catton we have de
veloped a series solution valid for small x. This is essentially 
new information and we give the development of the method 
in the Appendix. The heat transfer and skin friction formulae 
are given by equations (A15) and (A16). Numerical results 
can be found with the aid of Table 3. 

Figs. 4 and 5 show Nu and C's for several values of Pr. In 
Fig. 4, the local Nusselt number, hx/k, has been nondimen-
sionalized with the local Nusselt number for a plate subjected to 
a uniform gravity field, g = u2xa. An equivalent nondimen-
sionalization for the skin friction has been used in Fig. 5. The 
series solution has only been plotted where the results based on 
both 3 and 4 terms agree within 1 percent. Since the convergence 
of the series was fairly rapid, the solid lines in Figs. 4 and 5 are 
accurate results against which to test the approximate method. 

The results of the approximate integral method are plotted in 
Figs. 4 and 5 for comparison. They show that, in the worst 
comparison (Pr = 0.1), the approximate method is accurate 
within 2 percent for Case 3 and within 9 percent for Case 2 up to 
x/xo = 0.7. The integral method based upon an exact / would 
have fared better still, of course. 
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Nu/(Nu) 2 
. g=<nx C f / (C ( ) , 

f 9 = w x o Case 3 

Fig. 4 Comparison of series solution for Nu with approximate integral 
method; rotating plate with leading edge a distance x0 from the axis 

1.0 0.8 0.6 0.4 0.2 
x/x„ 

0.2 0.4 0.6 0.8 1.0 
x/x 

0.6 1 1 1 — — | 1 r 
Cose 5 , Horizontal Cylinder, Pr=*0.7 

4 0 6 0 8 0 100 

Angular Position, 0 

Fig. 6 Comparison of analytical and experimental values of Nu for a 
horizontal cylinder 

In Case 3, for the eool plate, Lemlich's similarity solution must 
be approached. The integral method solution does this auto
matically. Neither solution casts light on the behavior of the 
heated plate, Case 2, near x = xo (the center of rotation), even 
though the integral method solution gives a result there. None 
of the methods (in Case 2) predict separation ahead of x = x0. 

Case 5. Fig. 6 displays the results for Case 5, the horizontal 
cylinder, for Pr = 0.7. In this case the exact integral result is 
the same as Merle and Prins' integral result [15], and it repre
sents a slight improvement on Herman's prediction except near 
the top. In this region the boundary layer theory itself de
teriorates and any integral method is doomed to fail. It is thus 
fortuitous that our approximate integral method predicts the 
right behavior near the top, and that it also gives the best overall 
representation of local data among all of the existing predictions. 
This appears to have been the situation in Case 2, as well. 

Our calculations for Pr = 0.7 using the approximate form for / 

Fig. 5 Comparison of series solution for C/ with approximate integral 
method; rotating plate with leading edge a distance x() from the axis 

give Nufl/Grx,1^ = 0.381 while the numerical solution based on 
the exact/ gives 0.398 (see Table 1). For the same Pr, Herman 
[9] gave 0.367 and Braun et al. [11] quote Schuh [14] as giving . 
the value 0.386.4 

The interferometric data of Eckert and Soehngen [23] for air 
are probably the best measurements of Nu available and we 
have included them in Fig. 6. They give an average value 
NUD/GI-JJ1/" ~ 0.42. McAdams [24] recommends the highest 
value, 0.49, as representing the average of several sets of experi
mental data. Of several other suggested values, Senftleben's 
[25] value of 0.38 is one of the lowest. Generally, experiments 
show that NUJJ/GI'D1^4 is not totally independent of Gr, especially 
as Grjj becomes less than 10*. 

Conclusions 
1 The present series solution (see Appendix) provides a 

method for predicting the velocity and temperature distributions 
on a plate subject to general variation of g with x. It is some
what laborious to apply and requires many terms for large x. 

2 A general integral method, which requires the simultaneous 
numerical integration of equations (7) and (8), has proved to give 
a good approximation to the series method as long as U is not 
slowing toward zero. 

3 As long as U is not slowing toward zero the solution of the 
problem can be well approximated by: 

1 20 v1 J 
(12) 

where 

4 The literature values cited in this section were referred to Pr = 
0.7 (when they were given for slightly higher values of Pr) by assum
ing Nun/Gr^'A ~ Pr'A. 
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fix, Pr) = 
4 + 7 Pr 

. 4/,. | ffVfe 

"1— Jo 

Jo 
" U s 

(9) 

This approximation to tlie integral solution is precise if the bound
ary layer equations admit a similar solution. 

4 For Case 3, the cold plate rotating about au axis located a 
distance x0 from the leading edge, we can write from equations 
(12) and (15) 

Nil 

4Pi ; x (1 + x/xay/> 

45 Jl* xo (1 + x/xof/' ~ 1 

7 7 s~~ , , ~,Vl, (i +~^M,/i ~i 
7 Pr (1 + x/xi)) / s — 1_ 

'/« 

(17) 

Isothermal Spheres," Paper NC 1.5, International Heat Transfer 
Conference, Paris-Versailles, Vol. IV, 1970. 

20 Eichhorn, R., "Natural Convection in a Thermally Stratified 
Flow," Progress in Heat and Mass Transfer, Vol. 2 (Irvine, T. F., 
et al., eds.), Pergamon Press, New York, 1969, pp. 41-53. 

21 Chiang, T., and Kaye, J., "On Laminar Free Convection from 
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plied Mechanics, Berkeley, Calif., 1962, pp. 1213-1219. 
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25 Senftleben, H., "Die Warmeabgebe von Korpern Verschie-
dener Form in Flussigkeiten und Gasen bei Freier Stromung," 
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This result is never more than 3 percent away from the exact 
solution of the integrated equations or 2 percent from the bound
ary layer solution. 

5 For Case 2, the hot plate rotating about an axis located a 
distance .To from the leading edge, we can replace the group (1 
4- x/x0) with (1 — X/XD) in equation (17). The result will be 
valid within 9 percent for x/xa < 0.7. 
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A P P E N D I X 

Series Solution for g = g(x) 
•As the variation of g with x becomes sufficiently complicated 

that a similar solution cannot be obtained, we must either resort 
to integral methods or power-series methods. For Cases 2 and 3, 
since the boundary layers first develop as they would on a vertical 
plate subjected to a uniform gravity field, g = w2Xa, our approach 
to the solution will be to expand the equations of motion in 
powers of x/xa- The leading term in this expansion will be the 
vertical plate result. In Case 3 the series should approach Lem-
lich's result as x increases or as x0 decreases. More general 
gravity fields can be handled in a similar way. 

Making the usual boundary layer assumptions including the 
requirement that ft AT <K 1 (large Taylor number)5 the equations 
of continuity, momentum, and energy are 

ux + v„ = 0 (Al) 

uux + vu„ = vu„ + g(x)f3(T - ?'„) (A2) 

uTx + vTu = aT„ (A3) 

Into the equations (Al), (A2), and (A3) we introduce the 
stream function and the transformations 

AT 

$ = (64 GrJ/'vFtf, V) 

(A4) 

£ = • 

Gr, 

xe 

where f/o is the value of g at x = xa- The equations which result 

Fm + 3FFVV - 2F/ + 0 ( -) = 4£(iV>, - F(Fn,) (A5) 
\9o/ 

0 „ + 3 Pr F6V = 4? Pr (Fv6( - F&) (A6) 

The boundary conditions are 

0(f, 0) - 1 = 9(0, T?) = 0(f, » ) = F& 0) = ^ ( O , T?) 

= FA, » ) = *",({, 0) = 0. (A7) 

6 Otherwise the vorticity drawn into the boundary layer will not be 
negligible compared to the vorticity generated by shear [4]. 
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Table 3 Coefficients for velocity and temperature functions in the series solution for the 
rotating plate with the edge a distance x0 from the axis (Cases 2 and 3) 

^ \ n 
P r y 

0. 1 

0 . 7 

' 
10 

0 

0.85914 

0,67891 

0.64219 

0.41930 

Fn<°> 

I * 

0.54141 

0.45125 

0.43044 

0.29101 

2 

-0 .12053 

-0 .10858 

-0 .10500 

-0 .07559 

3 

0.13355 

0.12848 

0.13583 

0.09661 

0 

0.23014. 

0.49951 

0.56715 

1.16933 

-enC°) 

1 

0.05530 

0.12890 

0.14844 

0.32736 

a 

-0 .03255 

-0 .08493 

-0 .09977 

-0 .23938 

3 

0.04291 

0. 12748 

0.15289 

0.39906 

For Case 3, g/g0 = 1 + £, while for Case 2, g/g0 = 1 — £. 
Following the usual procedure of the series expansion method, we 
next introduce into equations (A5) and (A6) the expressions 

and 

w,v)-i<-u-B^ 

(A8) 

(A9) 

where I = 0 for Case 3 and I = 1 for Case 2. 
The result, after collecting terms in like powers of £ is an infinite 

set of 5th-order differential equations for ft, and ft,. The first 
four sets are, for £°, 

ft'" + 3ftft" - 2ft'2 + ft = 0 
ft" + 3 Pr ftft' = 0 

for £', 

ft'" + 3ftft" - 8ft'ft' + 7ft "ft + ft = 
ft" + 3 Pr ftft' - 4 Pr ft'ft - 7 Pr ft'ft = 0 

for £2, 

ft'" + 3ftft" - 12ft'ft' + lift "ft + ft 

= -14ftft" + 12ft'2 + 25,/ 

ft" + 3 Pr ft ft' - 8 Pr ft'ft + 11 Pr ft'ft 

= -14 Pr FA' + 8 Pr ft' ft ] 

and for £3, 

(A10) 

(All) 

ft'" + 3ftft" - 16ft'ft' + 15ft"ft + ft 

= -21 f t f t " + 48ft'ft' - 33ft" + 3ft 

ft" + 3 Pr ftft' - 12 Pr ft'ft 4- 15 Pr ft'ft 

= - 2 1 Pr ftft' + 24 Pr ft'ft 

- 33 Pr ftft' + 12 Pr ft'ft I 

(A13) 

The first set of equations is that for the vertical flat plate. The 
rest of the equations are linear but have variable coefficients and 
nonhomogeneous terms. The boundary conditions can be written 
compactly as 

WO) - 1 = ft,(0) = ft/(o) = ft/(«>) 

= ft.(co) = 0, all n 

0„(O) = 0, n > 1 

(A14) 

Equations (A10) through (A12) were solved for Prandtl num
bers of 0.1, 0.7, 1, and 10 by forward numerical integration. 
Double precision was used throughout and the results are be
lieved accurate to 5 significant figures. 

Numerical results are given in Table 3. They can be con
verted to heat transfer and shear stress information by the 
formulas 

Nu 

and 

(A12) 

= Jix = /Gr,y/« ( A 

7jy-*an?. 

( - 1 ) * " 
9„'(0)£» 

(-1) ' ft"(o)M 

(A15) 

(A16) 

The graphical results given in Figs. 4 and 5 were found in this 
way. 
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Turbulent Flow 
A physically perceptive model is presented for the flow field and convective transport 
processes in the vicinity of reattachment of a planar, supersonic, turbtdentflow. Con
trol volume methods are utilized extensively in the analysis and the resulting integral 
equations are solved by various numerical search techniques. The analysis enables one 
to determine significant parameters in the flow field as well as the heat transfer distribu
tion and associated wall temperature of the reattachment surface. Also presented is a 
general correlation of predicted results for the convection process in terms of pertinent 
independent variables. The correlated results are shown to agree with measurements 
for a wide range of test conditions. 

Introduction 

L HERE is continuing interest in the dynamics and 
thermodynamics of separated flow regions because of require
ments for accurate determination of pressure and thermal en
vironments for contemporary flow devices. A fundamental 
process of considerable importance is that associated with the re
attachment of a supersonic turbulent flow onto a plane surface. 
The geometry most often used to elucidate this type of flow is 
the backward-facing step shown schematically in Fig. 1. 

Experimental studies of diabatic turbulent reattachment in 
supersonic flow have "shown that, in relation to the heat transfer 
rate of the attached flow upstream of the corner, the convective 
transfer rate in the low-speed recirculating flow region is con
siderably lower, whereas that in the immediate vicinity of 
reattachment is of the same order of magnitude. 

In addition, most investigators have concluded that there is a 
local maximum in the heat transfer rate near reattachment, al
though there have been no systematic measurements of both 
dividing streamline reattachment and heat transfer in one series 
of tests. I t has also been found that, while the flow field is 
largely unaffected by heat transfer, there is a considerable in
fluence of the flow pattern on convection. This is manifested in 
the observation tha t the wall heat flux variation is of the same 
form as the static pressure distribution. 

The pioneering analyses of Chapman [ l ] 1 and Korst [2] have 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division October 30, 1970. Paper 
No. 71-HT-W. 

Fig. 1 Some features of the backsfep flow field 

provided the basis for most subsequent attempts to predict con
vective transport in separated regions. Both of these early 
theories incorporated a quiescent wake. The later experimen
tal results of Larson [3] exhibited favorable agreement with the 
Chapman theory for the laminar range but indicated an order of 
magnitude discrepancy in the turbulent regime. 

These significant differences have been attributed [4] to the 
omission of finite wake velocities which inherently requires that 
the bulk temperature and the wall temperature be nearly equal. 
In fact, these temperatures are substantially different in turbu
lent flows so that the resistance to heat transfer provided by the 
free shear layer is only a portion of the total resistance, which 
also includes that due to the wall layer in the recirculating region 
(Fig. 1). 
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tion and associated wall temperature of the reattachment surface. Also presented is a 
general correlation of predicted results for the convection process in terms of pertineill 
independent variables. The correlated results are shown to agree with measurement.s 
for a wide range of test conditions. 

Introduction 

THERE IS continuing interest in the dynamics and 
thermodynamics of separated flow regions because of require
ment;; for accurate determination of pressure and thermal en
vironments for contemporary flow devices. A fundamental 
process of considerable importance is that associated with the re
~ttachment of a supersonic tUTbulent flow onto a plane sluface. 
The geometry most often used to elucidate this type of flow is 
the backward-facing step shown schematically in Fig. 1. 

Experimental studies of diabatic turbulent reattachment in 
sllper~onic flow have -shown that, in relation to the heat transfer 
rate of the attached flow upstream of the corner, the convective 
tmnsfer rate in the low-speed recirculating flow region is con
siderably lower, whereas that in the immediate vicinity of 
renttachment is of the same order of magnitude. 

In addition, most investigators have concluded that there is a 
local maximum in the heat transfer rate near reattachment, al
though there have been no systematic measurements of both 
dividing streamline reattachment and heat transfer in one series 
of tests. It has also been found that, while the flow field is 
largely unaffected by heat transfer, there is a considerable in
fluence of the flow pattern on convection. This is manifested in 
the observation that the wall heat flux variation is of the same 
form as the static pressure distribution. 

The pioneering analyses of Chapman [1]' and Korst [2] have 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out. presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division October 30, 1970. Paper 
No. 71-HT-W. 
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Fig. 1 Some features of the backstep flow fleld 

provided the basis for most subsequent attempts to predict con
vedive transport in separated regions. Both of these early 
theories incorporated a quiescent wake. The later experimen
tal results of Larson [3] exhibited favorable agreement with the 
Chapman theory for the laminar range but indicated an order of 
magnitude discrepancy in the turbulent regime. 

These significant differences have been attributed [4] to the 
omission of finite wake velocities which inherently requires thal 
the bulk temperature and the wall temperature be nearly equal. 
In fact, these temperatures are substantially different in turbu
lent flows so that the resistance to heat transfer provided by the 
free shear layer is only a portion of the total resistance, which 
also includes that due to the wall layer in the recirculating region 
(Fig. 1). 
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Dividing 
Streamline 

Flow Field Analysis 
The reverse flow is formed at the point where the free byeL' 

interacts with the downstream wall (Fig. 1). The point of initial 
interaction marks the end of the base pressure region (denoted 
as the cutoff station); it also indicates the onset of the recompres_ 
sion process in which the flow is turned back to the axial direc_ 
tion. 

br 

The location of the cutoff station, as well as parameters asso
ciated with the point of dividing streamline impingement, were 
determined in [6] with a conceptually simple control volume 

L--"",--!---. .. s analysis. The appropriate control volume is depicted schemat_ 

Inviscid 
Boundary 

N 

Y 

Pb 

c Pw 

t.s .. I 
Sr Sw 

Fig. 2 Control volume for reattachment analysis 

An earlier attempt to include an additional resistance to heat 
transfer was the "reflected image" method of Page and Dixon [5] 
in which the stagnation temperature ratio across the lower portion 
of the free layer was "reflected" to the wall and equated to the 
ratio of bulk to wall temperatures. Although this model has been 
demonstrated to yield reasonable estimates, it can provide only 
limited information on the pertinent parameters of the energy 
transport process. 

The current analysis is based on a flow model presented earlier 
[6] by the present authors. This initial formulation, which 
yielded realistic results for adiabatic reattachment, has also been 
utilized [7] to predict convective heat transfer on a blunt trailing 
edge (i.e., a planar base). 

In the next section, the diabatic reattachment analysis of [7] is 
L'eviewed. Following this, energy balance relations for the back
step field are developed using a multi-stage control volume ap
proach. With this background, it is possible to determine the 
distribution of heat t1'ansfer rate along an isothermal reattach
ment surface. Finally, a general correlation of some numerical 
results in terms of appropriate independent variables is presented 
and compared with recent test data. 

ically in Figs. 1 and 2. 
Conditions which must be satilOfied at the cutoff station are: 

(a) the zero-velocity edges of the mixing zone and reverse flow 
must coincide (point Q in Fig. 1), and (b) the mass flow rate in 
the free layer below the dividing streamline must equal that in 
the reverse flow. The former condition determines the relat.ive 
magnitudes of momentum fluxes and pressure forces on the con-
trol volume. 

The reverse flow can be characterized by the plane jet velocit.y 
profile which is given by [8] 

'Pr = u/ur = 1 - tanh2(Kfr) (1) 

while the corresponding profile for the free shear layer is 

tp = U/U2 = '/2(1 + erf'l)) (2) 

where 'I) is proportional to the spread rate parameter (J'. Implicit 
in the use of this profile is the assumption of a relatively thin ap
proaching boundary layer (i.e., o,fh) which was discussed in [61. 
Some consequences of this assumption in relation to backstep 
heat transfer will be mentioned later. 

Because both of these profiles approach zero asymptotically, 
some judgment must be exercised in locating the effective edges of 
the layers so that the foregoing condition (a) is properly satisfied. 
The two profile parameters which must be selected are 'I) L, which 
determines tpL from equation (2), and K, which determines 
'Pr(l) = 'Pr (fr = 1). As noted in [6] it was found, after con
sideration of a number of methods of profile truncation, that 'l/L 
is best identified with a constant percentage of the total mass flux 
in the free layer and that tp L = 'Pr(l). The partiCUlar relation 
used in t.he present calculations is 

I 1('I)L) = O.0025[I,(7)R) - I,(-'I)R)] 

where 'l)R 4.5. 

---Nomenclature----...... ---....... ----....... ----............................ ----........ -
b width of reverse flow Ra AbR, + (Ar - Ab)R2 Subscripts 

C 

C 
Pa 
P6 
h 
Ii 

In 

13 
k t 

K 
L 

M 
ij 

sonic velocity ("fRT)'/2 
Crocco number, u(2cpTo) -'/2 
(1 - Ab)I,jL/(J' 
CrbrArRa/C2 - AJ'jL/(J' 
backstep height 
convective heat transfer coeffi

cient 

f~ tpn(A C22tp2)-'d'l), 

nL 
n = 1,2 

AbIl + (1 - Ab)J2 

eddy thermal conductivity 
profile constant, equation (1) 
length of free shear layer 
Mach number, u/c 
heat flux parameter, equation 

(21) 

.fo1 'Prn(Ar - C;'Pr2)-ldfr, 

n = 1,2 

88 / FEB R U A R Y 1 9 7 2 

Re,f Reynolds number, equation (16) 
Re, Reynolds number, Po,co,h/J..!o, 

S length coordinate along down-
stream wall 

t:..S Sw - Sr 
1l longitudinal velocity 
x longitudinal coordinate 
y transverse coordinate 

fr y/br 
"f cp/cv 

'I) (J'y/x 
A To/To, 

A To/Tor 
Ab T b/'I'o2 
Jib Tb/Tor 
Ar T or/To2 
(J' free layer spread rate parameter 

tp 1l/U2 

'Pr = U/Ur 

ad adiabatic conditions 

b zero velocity at cutoff station 

bw wall adjacent to recirculating 
region 

j dividing streamline in free sheuL' 
layer 

L lower edge of free layer where 

tpL "" 0 
T wall conditions at cutoff station 

w dividing streamline reattachment 
point 

o isentropic stagnation conditions 

1 freestream of approach flow 

2 freestream adjacent to free layer 

6 plane of backstep 

Superscript 

(-) = reverse flow 
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Fig.4 Predicted variations of 5,. and 5w with approach Mach number and 
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Fig. 3 Predicted variations of Pb ond P
w 

with approach Mach number This equation may be substituted into equation (3) to yield all 
and A.. expression of the form 

The second condition, which lllllst be satisfied at the cutoff 
s\n.\ iun, is a continuity relation which may be expressed in terms 
uf refl'rence quantities and llondimensional integrals as 

However, it may be shown that for an isobaric, diabatic flow 
PIl(l'.1'o) ex C(1'o)';' so that the continuity relation becomes 

(3) 

The integral Rl in the foregoing equation depends upon the 
stn.glln.tion temperature profile which can be related to the 
velocity profile via the Crocco integral of the energy equation for 
a Imllllient Prandllllumber of unity. The free layer profile is 

(4) 

Whereas, for the reverse flow, it is 

(1i) 

where Ab and )\b are proportional to To, which is the temperatnre 
of the zero-velocity point at the cutoff station. This definition 
differ . .; from that of [9] in which Tb is also denoted as a bulk tem
]lel"n.ture. 

Writing the Crocco relation, To = A 11 + B at 'It = U r and 1l = 
It" and using the definition of Crocco number allows one to obtain 
lhe relation 

Cr/C, = (AT) -1;'(Ar - Ab)/(l - Ab) 

JOurnal of Heat Transfer 

(6) 

(7) 

Therefore, one must specify both Cz and Ao at a given value of 
L, after which equation (7) becomes F(Cr) = O. The correct 
root of this equation can then be found numerically with the 
Newton-Raphson technique and the constraint that 0 < C r < 1. 
The value of Ar corresponding to the correct Cr is then deter
mined from equation (6). It should be noted that the foregoing 
procednre only allows one to couple the free layer and reverse 
flows at an arbitrary cutoff station; the proper location of the 
cutoff point must also satisfy momentum considerations. 

A solution to the reattachment problem is established by writ
ing momentum balance relations in both longitudinal and trans
verse directions for the control volume shown in Fig. 2. In the 
original formulation [6] of the flow model, f\ number of recent. 
experimental observations were employed; f\ discussion of these 
is omitted here for brevity. 

The two momentum relations can be combined into the dimen
sionless form 

(b r /h)(l + GC?R,) - 1/2(1 + Pw/Pb)(D.S/h) tan 1/; 

+ ([,/11O")(7)j - 1)L + GC,'I2j )(cos 1/; + sin 1/; tan f) 

where if = 1/; - (7)", - 7)j)/O" and G = 2,},/(,}, - 1). 

o (8) 

Expressions for br and D.S can be obtained from geometric 
relationships so that the only unknowns in the momentum eq\Ht
tion are the reattachment pressure (Pw ) and the length (L) of 
the shear layer. The latter parameter determines Cr and AT from 
continuity considerations. A systematic search procedure was 
developed in [6] which determines the unique combination of 
P w and L, satisfying equations (7) and (8). 
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Fig.5 Predicted variations of C, and b, with approach Mach number and 
Ab 

It should be noted that the base pre~~ure (Pb) i~ considered to 
be known either from experiment or through VD,l'ious theoretical 
models. The present calculations were made using the well
known Koret analysis [9]. Knowledge of the base pressure 
elmbles one to determine the Mach number (M2 ) and the inviscid 
impingement angle (if;), as well as conditions at the dividing 
streamline. The search procedure of [6] completes the reattach
lllent analysis, determining flow parameters in the reverse flow at 
the cu toff station. 

N a further flow field analysis is necessary for heat transfer pre
dictions, because experiments have shown that the recirculating 
flow is essentially a constant-flux region. This is not unexpected 
in view of the similarity between the recirculating layer and a 
wall jet which is known [10] to exhibit a virtually constant flux 
near its origin. Thus, the heat transfer rate, which exists at the 
clltoff station, can be taken as characteristic of the entire re
circulating zone. 

Some predicted variations at' flow field parameters are illus
trated in Figs. 3, 4, and 5. The first graph indicates the variation 
of base pressure and dividing streamline impingement pressure 
with approach Mach number for various values of 'lib, while Fig. 
4 shows the corresponding variations of the distances S, and Sw. 
It is observed that the major effect of a higher freestream stagna
Lion temperature (i.e., lower 'lib) is to shift the adiabatic variations 
downward. Although the present analysis is valid for an arbi
trary nonunit value of 'lib, typical predictions for flows with 'lib 
greater than one are not presented because of the limited occur
rence of such situations in practice. 

As shown in [6], data such as that in Figs. 3 and 4 can be em
ployed to construct centerplane pressure distributions up to the 
impingement point, viz., the pressure is equal to Pb out to a dis
t~nce S, from the backstep and then increases linearly to Pw at a 
distance Sw. The relatively minor effect of heat transfer on the 
reverse flow parameters br and Cr is depicted in Fig. 5 which also 
indicates the large influence of compressibility. 
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Fig. 6 Conlrol volumes for energy balance 

Thermal Analysis 
For the thermal mmlysis, the almost isobaric, near field is 

employed as a control volume as shown in Fig. 6. Using the 
foregoing flow field results, it is possible to specify the amount 
and direction of energy ctossing each control surface. First, an 
energy balance for control volume (B) may be solved for the 
energy (E5 + E.) which is transferred to 01' from the recirculating 
region. Therefore, 

(0) 

where the energy (El + E.), convected from the control volume 
by the free layer, is given by 

(10) 

= L[pllcP'I'o('1' /To)IaR/ u] M, 

The energy (Ea) which enters the control volume from the 
approach flow can be expressed as Ea = rhacpTo2 where the maSB 
flow rate (rha) is given by 

1ha = IVR pudy = L[pll(T/To)(llR - l li )/uhI2 
Yi 

Therefore Ea may be written as 

The rate of energy returned to the control volume via the reverse 
flow is 

i U
, pucpTody 

= [puc
"
T o('l'/'i'o)hI 2(A,)1/'b,RaC,/C. (12) 

Substitution of equations (10), (11), and (12) into equation (9) 
yields an expression for the total energy transferred from the re
circulating region. After simplification, one obtains 

where F. is given in the Nomenclature. 
In view of the constant-flux character of the recircul[l,ting 

region, the average heat transfer rate (gb",) in this zone is related 
to the total energy transferred by E5 + E. = gb",(I! + Sr)' Th\!o 

gb", = [pllcp'i'o(T /To)]nI,(F./h)/(l + S,/h) (14) 

where Sr can be found from geometric relationships. 
The wall temperature (Tb",) associated with the foregoing he~t 

transfer rate can be determined from the relation gb", = H.",(Tor -
'l'bw) = H b",To2 (Ar - Abw), Therefore, 
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(15) rjw 

where Ar has been previously obtained ill the reattachment analy
sis, equations (7) and (8). 

The heat transfer coefficient in equation (15 r can be estimated 
with the usual turbulent flow correlation of Stanton, Reynolds, 
and Pmndtl numbers when written [11] for a flow with varying 
external velocity. It is thus necessary to evaluate, at the cutoff 
,til Lin n, the relation 

St = 0.0295(Pr)-0.4(Re),!-0., (16) 

where the effective Reynolds number is (Re),! = (1/jJ.) !ax pudx. 

Inll"mllch as the exponent of (Re),! is small, only a reasonable 
approximation of this parameter is necessary. It can be obtained 
by considering that part of the reverse flow which is accelerating 
aiong the wall between Sw and S,. (Fig. 2). As a first approxima
tion, this reverse flow can be considered equivalent to that near a 
pl:lI1nr stagnation point so that U ~ (ur / AS)x, where x = 0 at 
S". Flll'thermore, because compressibility effects are not large, 
one can write P w ~ P + '/2pU2 so that pu = (Pw - P)/(1/2U). 
However, in addition to the nearly linear relation between U and 
x, there is also a linear relation between P and x which was in
voked in [6] during the development of equation (8). Thus, one 
finds that pu ~ constant and, therefore, (Re),/ ~ (PU)rAS/jJ.. 
The heat transfer coefficient can thus be expressed as 

(pU)rCpSt 

0.0295(pu )rcp(Pr) -o.4(Re )./-0. 2 (17) 

Since the wall temperature (Tbw ) is considered to be a constant, 
the only remaining parameters of interest are those associated 
with the dividing streamline reattachment point. An energy 
Imlance for the wedge-shaped control volume of Figs. 2 and 6 
gives the heat transferred to the wall in the reattachment region 
as 

(18) 

whereas a similar balance for control volume (C) of Fig. 6 yields 
the energy transferred across the dividing streamline in the re
attachment zone as 

(19) 

The initial attempt to determine E7 involved the estimation of 
Es from equation (19) using approximate velocity and tempera
(me profiles to evaluate EIO and assuming that E9 could be 
neglected. However, the' resulting values of Eg were often nega
tive even for Ab < 1; this meant that the corresponding values of 
E7 were too low. As a consequence, the predicted flux levels at 
reattachment were lower than those in the recirculating region 
which is quite unrealistic. Furthermore, modification of E" to 
aceolillt for energy transfer from the inviscid flow (at the same 
rate as to the free layer) did not significantly alter the results. 

This failure of the integral approach suggested that the value 
of Es must be relatively small and thus quite sensitive to the 
profile assumptions. The former supposition was confirmed 
after estimates of Es were obtained by integrating an approxi
mflte expression for the local flux: (is(x) = (rll); + kt(clT/dy);. 
This ea.lculation indicated that Es is on the order of 5 to 8 percent 
of E,. Thus, all current numerical results have been obtained 
from equation (18) with Es = O. 

The flux (qw) at reattachment can be estimated from equation 
(18) by recalling that experiments have demonstrated a nearly 
lineal' variation of heat transfer rate in the reattachment region. 
Therefore, E7 ~ 'j,AS(qbw + qw) or qw = 2(E, - E 2 )/AS - qbw. 
!\fter substitution of equation (12) and a relation similar to equa
tion (10) for E

" 
one obtains 

Journal of Heat Transfer 

- [1 + 2(1 + ST/h)/(AS/h)]rjow (20) 

Equations (14), (15), (17), and (20) allow one to determine values 
of qow, qw, and Aow using flow field information generated by the 
reattachment analysis. 

Discussion of Heat Transfer Results 
Although the foregoing solution technique is formally com.plete, 

it is not in a readily usable form, because one cannot select a 
wall temperature and calculate the corresponding heat flux dis
tribution. Instead, one must compute heat transfer rates ami 
wall temperatures for selected values of the temperature (1\). 
These results may then be interpolated to obtain information for 
other wall temperatures. Because of this unattractive feature, 
as well as the complexity of the computation scheme, it is desir
able to develop a general correlation of the predicted results ill 
terms of useful parameters. 

It is noted from equations (14) and (20) that the two heat 
fluxes of interest are independent of h for a fixed Ab. Further
more, it is observed that, for a given M

" 
the terms puc"To(T /1'0) 

are proportional to PoTo 'f,. Thus, one can define a dimensional 
heat transfer parameter [5] by 

(21 ) 

where the units are Btu, deg R, ft, lbJ, and sec. The paramet.er 
(q) can also be related to a type of Stanton number of the form 

St = q/(POICOICpTOl ) = 4.52q 

The effect of absolute values of POI, TOI, and h on the wall tem
perature (Abw) cannot be determined by inspection. To explore 
this point, a series of machine computations involving large 
variations (two orders of magnitude) in the three independen t 
quantities was carried out for air using the variation of (J with 
C2 and Ab given in [12J. These results showed that the predicted 
parameters could be correlated with a characteristic Reynolds 
number of the form Re, = po,colh/jJ.OI = 0.286P01h/f.l01(To,)'h, 
where C is the sonic velocity and the units are the same as those 
given for equation (21). 

The proposed method of correlating the variation of wall heat 
transfer parameters with approach Mach number (M,) and the 
Reynolds number (Re,) involves the limiting case of absolute 
zero wall temperature. Expressing the heat flux as q = HTolCAr 

Aow) allows one to write 

or, when Aow 0, 

which gives the heat transfer coefficient as 

H(ToI)'j,/PO' = (q)max/(A")min 

Equations (22) and (23) can be combined to yield 

q = (q)max(Ar - Aow)/(Ar)min 

(22) 

(23) 

(24) 

(2,;) 

The present computations for Ao < 1 indicate that there is an 
essentially lineal' relationship between Aow and Ar which can be 
expressed as 

where (Aow)ad represents the wall temperature for zero heat trans
fer, i.e., (Aow)ad = Ar. Combining equations (25) and (26), 
therefore, yields 

(27) 

Figs. 7 and 8 present the variations of (qow)max and (qw)max 
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Fig. 7 Predicted variations of (iibw)mnx and Hbw with approach Mach 
number and characteristic Reynolds number 

found from equation (23), along with the cOl're~ponding convec
tive transfer coefficients determined from equation (24). It is 
observed that these parameters vary with Re, in the nsual 
power-law fashion. For ease in making rapid estimates of heat 
transfer using equation (27), Table 1 presents the variations with 
Mach number of the pertinent parameters f.;)r two extreme values 
of He,. These results indicate that the tempemtnre ratio (Abw)ad 
is nearly independent of Re." although there is a slight semi
lognrithmic vnrintion, i.e., (Abw)nd ex log (Re).,. It is also ob
served thnt this ratio approaches unity for low ~nper~onic :Mrlch 
numbers. 

One of the major uncertaint.ies in any tnrbulent flow model is 
the level of turbulence which, in the current analysis, is charac
terized by the spread mte pammeter (0'). To a~certain how 
sensitive the present model was to changes in 0', a series of com
putations was made with 0' fixed at 17.,5, as opposed to a range 
between 14 and 30 predicted by [12]. 

This sensitivity study indicated that a given percentage change 
in 0' leads to a corresponding change in wall temperature, while 
the heat flux changes are in the opposite direction, as equation 
(14) sllggests, and somewhat greater in magnitude. The in
herent difficulties in estimating 0' from experimental data are 
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Fig. 8 Predicted variations of (ij",)mnx and H" with approach Mach num
ber and characteristic Reynolds number 

di~cu~sed in [12], where it is shown Umt. \ll\('ert,ainties of 20 per
cent are not uncommon. 

Although there have been reported a number of experimental 
investigations of heat transfer in tlll'bulent separa.ted regions, 
only four possess sufficient. geomet.ric similarity or present. nec.es
sary peripheral information to allow quant.it.at.ive comparison 
with the present. predictions. 

Naysmith [13] obtained heaL t.ransfer coefficients on n. re
attachment surface downstream of a l:i-deg wedge which was 
located along the tnnnel wall. The step height was approximat.ely 
1 in., while stagnation conditions were 7,-' psia and 570 deg R. 
The tunnel nominal )Vlach number of 4 resnlted in an approac.h 
~lach number of 3.8 for a hypot.hetical backstep. 

The hypersonic stndy of Holloway, Sterrett, and Creekmore 
(14] was carried out ill a blowdowl1 tUllnel at a nomiuall\In.ch 
number of 6 with a backst.ep height of 0.2,) in. and a wall tempera
ture ratio (Ab,,) of 0.,5:3. Stagnation conditions were approxi
mately 400 psia and 1000 deg It. Additional hypersonic tests 
were reported by Nestler, Saydah, and Allxer [15] for a 1-in. 
backstep with an approach Mach number of 6.:3. The vallie of 
Abw was 0.3, while stagnation conditions were 1800 psia and inOO 
deg R. 

Sandford and Ginoux [16] have presented heat j,ml1sfer coef
ficients downstream of a 6.8-mm (0.268-in.) step for an approac.h 
JVlach number of 1.9. The values of POI and Tal were 30 psin and 
550 deg R, respectively. In this investigation the approaching 

Table 1 Typical numerical results 

Re, )VI, (Abw)ad (qb,,)max Hbw(Tol)'/2/POl (qw)max H,,(ToIl'h/ POI 

106 1.5 0.898 7.6 (-5) 9.7 (-5) 1.2(-4) 1.5(-4) 
2 0.884 3.1(-5) 4.1(-5) 7.0 (-5) 9.4(-5) ., 
" 0.847 5.2(-6) 8.2(-6) 2.1 (-,5) 3.3 (-.')) 
4 0.823 9.0 (-7) 1.6 (-6) 5.6(-6) 1.0 (-,5) 
5 0.802 2.0 (-7) 4.1 (-7) 1.5(-6) 3.0 (-6) 
6 0.787 5.4(-8) 1.2(-7) 4.7 (-7) 1.0(-6) 

100 1.5 0.925 1.8(-5) 2.0(-5) 2.8(-5) 3.2(-5) 
2 0.901 8.4(-6) 9.0(-6) 1.8(-5) 2.1 (-5) 
3 0.866 1.8(-6) 2.4(-6) 7.6(-6) 9.4 (-6) 
4 0.840 3.7(-7) 4.9(-7) 2.3 (-6) 3.1 (-6) 
5 0.821 9.1 (-8) 1.2 (-7) 6.9(-7) 9.6(-7) 
6 0.805 2.6 (-8) 4.0(-8) 2.3 (-7) 3.3(-7) 

Note: 1.8 (-5) = 1.8 X 10-5 
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Fig. 9 Comparison of predictions with data of Naysmilh and of Hollo
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bOllndary layer was made turbulent by tripping, whereas there 
was IIn,Lul'al transition in the other s\,udies. In all cases, the up
strealll viscous layers were relatively thin, i.e., olh S; 0.3. 

For both the N aysmith and Holloway data, there was a poor 
correlation with the current predictions of the distribution of 
heat tmnsfer downstream of the step. In the former case, there 
was considerable scatter due to the use of relatively large heat 
meters, whereas for the latter investigation, the increase in heat 
flux neal' reattachment was more characteristic of a tmnsitional 
than a turbulent flow. However, despite these differences, there 
WHS reasonably good agreement for heat tmnsfer rates within 
the recirculating region. This is illustrated in Fig. 9 which de
picts the heat transfer coefficients of N aysmith and the flux 
values of Holloway et al., along with the current predictions for 
similar flow conditions. 

Marc detailed comparisons were possible for the data of Sand
ford and Ginoux and Nestler et al. In these cases, it is possible 
to present the longitudinal distribution of heat transfer on the 
rcattaehment surface as in Figs. 10 and 11. Although the present 
armlysis does not permit computations downstream of the point 
of dividing streamline impingement, it is observed that one can 
estimate the heat transfer increase by extrapolating the variation 
which exists for the reattachment zone between Sr and Sw. 

Ji'mthennol'e, relatively crude estimates of the maximum heat 
Il'fillsfer rate can be made from the aforementioned observation 
that wall pressures and heat tmnsfer rates develop to their 
dowl1.';tream maxima in a similar manner. Thus one can write 
Hmnx ~ Hbw(P,jPb) and qmnx ~ qbw(P,jPb) where Pb is the 
theoretic3l base pressme which, as was noted earlier, is deter
mined with the method of Korst [2, 9]. For the pressure field 
Ihe downstream maximum is substantially equivalent [6] to the 
rrpstream pressure (P,). 

It j, noted in Figs. 10 and 11 that the spatial orientation of the 
lower Mach number prediction is quite satisfactory, whereas 
there is considerable errol' in the hypersonic flow regime. This 
disagreement is attributed primarily2 to the lip shock which is 
forOled by the overexpansion of the boundary layer at the cornel' 
ijf the backstep [6] (Fig. 1). Although this is a very complex 
now process [17], it is seen from Fig. 11 that its primary effect on 
Ihe distribution of heat transfer (also wall pressme) is to reduce 
I~e effective step height (h) and thus shift the predicted distribu
trons to larger Sih values. 

-------2 Although other flow field parameters are undoubtedly involved 
their relative importance cannot be assessed without extensive ex
perilnental diagnostics. 
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Examination of Figs. 10 and 11 along with corresponding 
comparisons of pressure predictions [6] and test results of 
Roshko and Thomke [18] and llama [19], reveals that the 
amount of shift resulting from the lip shock is negligible below 1\'1, 
= 2 but increases rapidly for higher Mach numbers. By COIll

paring predicted and measured values of the distance (Srlh), one 
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call develop a simple empirical correetioll factor for the step 
height ill the form (h - hth)/h = 0.295 In(.MI/2), where the sub
seript th refers to the theoretical value. The predicted values of 
Sr/h and Sw/h can then be corrected according to the relation, 
S/h = (S/h)th (hth/h). It is observed in Fig. 11 that this type of 
modification tends to rotate the predicted line slightly, so that 
the final slope is in reasonably good agreement with the mea
surements. 

Because of the dearth of experimental heat transfer data, it is 
not possible to precisely ascertttin the effect of an ttpproach 
boundary layer on heat tmnsfer rates in the separated region. 
The present theoretical model suggests that the effect of a non-
7.ero oI/h would be to reduce the energy flux Ea of equation (11). 
Furthermore, the resulting free layer profile would be slightly 
distorted [9] from the asymptotic form given in equation (2). 
This, in turn, would tend to reduce the energy flux E, + E, of 
equation (10). Thus, the fact that the present analysis, which 
omits boundary layer effects, exhibits reasonably good agreement 
fo\' a variety of test conditions suggests that all three of the fore
going flux values are reduced by similar amounts; therefore the 
resulting net flux Eo + Eo - E2 from equation (9) is substantially 
uliatIectecl by the initial boundary layer. However, for extreme 
cases where o,/h 2: 1 the present formula tion would not be appli
cable because of the significantly different flow fields in the two 
cases. 

Concluding Remarks 
An engineering analysis has been presented for the diabatic, 

tlll'bulent reattachment region dowllst:ream of a backward-facing 
step in supersonic £low. The base presslIl'e was first determined 
by employing the dividing streamline escape criterion of Korst. 
N ext a control volume analysis of the reattachment region yielded 
int.egral conservation equations which were solved by numerical 
search techniques for characteristic flow field parameters. The 
reverse flow portion of the l'ettttachment zone was analyzed as a 
stagnation point region with the associated heat transfer coef
ficient being obtained from a variable freest-ream, turbulent 
boundary layer heat transfer correlation. 

Overall energy balances were employed to determine the wall 
temperature and the distribution of heat transfer out to the 
point of dividing streamline impingement. Although the present 
analysis does not extend past this attachment point, it was illus
{.rnted that reasonable estimates of the maximum heat transfer 
ran be obtained from the wall pressure variation, since experi
ments have confirmed the similarities of the two distributions. 

Results of an extensive series of computations were shown to 
he correlated in terms of the approach Mach number and [, 
Reynolds number based on approach flow stagnation conditions 
alll! the backstep height. Predictions of the present analysis 
were shown to compare reasonably well with data from foUl' ex
pcrimental investigations which cover the }V[ach number range of 
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2 to 6. For the hypersonic flows, a method was discllssed for cor_ 
recLing the predicted heat transfer distribution to account for 
the effect of the lip shock which originates at the corner. 
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Measurement of Free Convection 
Velocity Field around the Periphery 
of a Horizontal Torus 
Free convection velocity fields around the peripheries of horizontal tori in air have been 
measured for diameter ratios of 0.5, 0.3, and 0 (a cylinder) by utilizing the trajectories 
of fine zinc stearate particles. The induced flow through the torus opening and the 
curvature of the great circle were found to influence the velocity profiles and the location 
of the upper and lower stagnation points. Experimental profiles for tori are compared 
with theoretical results for cylinders and spheres proposed by others. 

Introduction 

F R E E CONVECTION heat transfer around tori has a 
number of interesting engineering applications. For example, 
heat transfer from heating and cooling coils, pipe bends, and 
electrical devices. In the present paper free convection flow 
around the periphery of an isothermal horizontal torus in air was 
investigated experimentally by utilizing the trajectories of fine 
particles [ l ] . 1 An experiment on a horizontal circular cylinder 
corresponding to infinite great circle diameter was also carried 
out. The induced flow through the torus opening and the 
curvature of the great circle were observed to influence the ve
locity profiles and the location of the stagnation points. The 
possibility of the existence of similarity solutions for the veloc
ity profiles is explored. 

Experimental Apparatus and Procedure 
Test Tori. Test tori 2 were electrically heated by a nichrome 

heater 3 as shown in Fig. 1; the current and thermocouple leads 
Were brought out through small holes in the upper surface. Each 
torus was suspended horizontally in air at the center of a free 
convection chamber 1 as shown in Fig. 1. The surface tempera
tures 6W were measured with 0.1-mm-dia copper-constantau 
thermocouples, and ambient temperatures 6a (about 20 deg C) 
with a 50-ju-dia copper-constantan thermocouple at a position 
t50 mm below the torus. A test circular cjdinder 200 mm long 
»as also constructed. 

Measurement of Velocity Field. After thermal equilibrium was 
^tablished, fine zinc stearate particles were suspended in air 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
'eceived by the Heat Transfer Division December 29, 1970. Paper 
No. 71-HT-X. 
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Fig. 1 Schematic diagram of experimental apparatus (units of dimen
sions, millimeters) 

by a fluidized bed 5 and conducted into the convection chamber 
at a low velocity of 5 mm/sec for 10 to 15 min. The particles 
in the convection chamber were then left to settle naturally for 
60 to 90 min. After this procedure, the sizes of the majority of 
the remaining particles were within 2 to 6 \x. 

A light beam emitted by a mercury lamp 8 was intercepted a t 
a rate of 50 or 100 times per sec by a rotating-disk shutter 7. 
This intermittent light beam was focused on a region about 4 
mm thick near the torus 2 by a cylindrical lens 9. Photographs 
of the trajectories of particles passing through the high-intensity 
light beam were then taken on films with a speed of 400 A.S.A. 
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Fig. 2 Dust trajectories (streamlines) a bout a horizo ntal cylinder 

Fig. 3 Velocity profiles about a horizontal cylinder referred to 
Hermann's dimensionless coordinates (Grd = 10', Pr = 0.72) 

by using exposures of 0.;3 sec for measuring velocity and of 1 to 
5 sec for the flow pattern. Other procedures used were the same 
as those described by Eichhorn [1]. 

Determination of Tangential Velocity. The tangential velocity 1, 

at any point (x, n) in the boundary layer is determined by 

1l = 18/m (N - 1) (1) 

where I is the distance of N images of the same particle on a 
photograph, 8 the interception frequency of the disk shutter, and 
111 the magnification of the photograph. 

The accuracy of the present measurement may be affected 
by various factors. The authors have estimated the magni
tudes of the following in addition to the factors discussed by 
Eichhorn [2]: centrifugal force, Schlieren,. and thickness of the 
light beam. From these error analyses, it was predicted that 
the maximum indeterminant error for the present measurements 

1.0 
30' Q X= 

~ tl ~). 

• 60' 
0 7,' 
@ 'lv' 
0 105' 
0 I ?C· 
e I j~; 

E ID ) r,e: 
=0 I i, So 

"-
=0 

n / nma~ 

Fig. 4 Dimensionless velocity profiles 

is of the order of ±4.1 mm/sec in tangential velocity u alld of 
±0.19 mm in normal distance n. However, since the aVfmtgc 
of the two to foUl' measured values is used in the following 
analysis, experimental scatter was considered to be much smaller 
than the above-mentioned enol's. 

Results and Discussion 
Velocity Field around the Cylinder. Fig. 2 illustrates a 1.l'picnl 

velocity field observed around the horizontal cylinder. It. mlly 
be seen from the figure that, unlike the usual theoretical assump· 
tion, the streamlines at a large distance are horizontal. ] 1\ Fig. 
3, the measured velocity profiles are shown in terms of the di· 
mensionless velocity U and dimensionless distance 'YJ defined 
by Hermann [3]: 

U ~ - f(x)g(x) d ( 2 )'h/ 
I' Grd 

(2) 

n '/ it (2Gra) 4g(X) 

where f(x) and g(x) are azimuth functions. The fluid properties 
are evaluated at the reference temperature [1]: 8r = IJ" -
0.17(6w - 8ro). Curve A is a plot of Ostrach's solution [4] which 
is identical to Hermann's result; curve B represents Akagi's 
pertlll'bation solution [5]. The measlll'ed maximum veloeitics 
agree well with Almgi's theoretical predictions; however, the 
measured positions of the maximum velocity are somewhllt 
smaller than his theoretical values. The latter tendency has 
also been observed in the experiment in water (PI' = 7) by 
Sesonske [6]. 

The possibility of representing the velocity profiles in a di· 
mensionless form based on the maximum velocity llmax nnd i~~ 
position nmux was next investigated. The results, corresponding 
to diD = 0, are shown in Fig. 4. An improved correlatioll WI~~ 
achieved. Curve A ill Fig. 4 is the "average curve" represcnting 
the experimental data; curve B represents the similarity solutioli. 
Jodlbauer [7] also has measured the velocity profiles abollt a 

----Nomenclature-----------------------------
cl diameter of a small circle of a PI' 

torus or that of a cylinder 1, 
D diameter of the great circle of a 1tmax 

torus U 
Grd Grashof number based on cl 

n normal distance from wall x 
nmux = positioll of the ma.'{imum velocity 
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Prandtl number 
tangential velocity 
maximum tangential velocity 
dimensionless velocity defined by 

equation (2) 
azimuth angle from the lower 

stagnation point 

Xo = lower stagnation point 

'YJ dimensionless distance define([ by 
equation (3) 

() temperature, deg C 

I' kinematic viscosity 

~ (x - xo)/7r 
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Fig. 7 Dimensionless maximum velocity for Pr = 0.72
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2 Details of the comparison will be presented in Reports of the
Inotitute of High Speed Mechanics, Tohoku University, Japan.
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Fig. 8 Dimensionless distance of maximum velocity for Pr 0.72

veloeity profiles can be successfully correlated by the respeetive
single average eurves C and C'. Therefore, for the range of
nlnmax < 2.5 and 30 deg < x < 165 deg, it seems possible to a,gs\lme
a similarity solution as the zeroth-order approximation. These
average eurves C and C' agree with curve A within 1 pereent of
the maximum in the range nlnmax < 3.

Fig. 5 illustrates a typical photograph of the velocity field
around a horizontal torus, from whieh the shift of the stagnation
points can be observed. The shift of the lower stagnation point
is eaused by the induced flow at the torus opening which has an
unexpeetedly high veloeity as illustrated in Fig. 6. The magni
tude of the shift Xo increases with the diameter ratio diD;
afteT Teaehing a maximum, it begins to decrease. The shift of
the upper stagnation point is caused by the fact that the high
density fluid outside the torus tends to flow into the upper por
tion of the opening; aecordingly, the magnitude of the shift
increases monotonically with increasing diD.

In Fig. 7 the data in terms of a dimensionless maximum ve
locity (umax dlv) (2/GTd)'h are plotted versus a modified azi
muth angle ~ = (x - xo)/7r. With the use of these dimension
less gTOUpS, the effect of the diameter ratio diD on the dimension
less maximum velocity almost disappears; the variation with ~
follows Hermann's similaTity solution for a cylinder (chain
eurve). Yamagata's [8] similarity solution for a sphere corre-

0.30)

I.i.u..LLu.uJ
o 10
em/sec

I

I
-t----

I

Fig. 5 Dust trajectories (streamlines) about a torus (diD

horizontal eylinder in air; his experimental data agree eom
paratively wel12 with this average eurve A.

Velocity Field around a Torus. The measured veloeity profiles
around the outeT peTipheTies of the tOTi of diD = 0.30 and 0.50
are shown in Fig. 4. From these figures, it may be seen that both
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sponding to the limiting case of d/D —*• <*> is also plotted as a 
dashed curve in Fig. 7. As can be noted, no similarity appears 
to exist. 

In Fig. 8 the dimensionless position of the maximum velocity 
(nmax/d)(2Grdy

/i is plotted; the greater the shift of the lower 
stagnation point, the nearer the maximum velocity approaches 
the wall. This is caused by the fact that the velocity profile 
near the lower stagnation point is of the dual-flow type, owing 
to the sudden inversion of the How (see Fig. 5). 

Conclusions 
The results obtained are summarized as follows: 

1 The measured velocity profiles around a cylinder agree 
comparatively well with Akagi's perturbation solution; unlike 
the usual theoretical assumption, the streamlines at a large 
distance are horizontal. 

2 The measured velocity profiles for the tori, non-dimensional-
ized on the basis of um!lx and nmtlx, agree fairly well with those for 
the cylinder. For the range of n/nm„x < 2.5 and 30 deg < x < 165 
deg, a similarity solution is applicable. 

3 The induced flow through the torus opening leads to the 
shift of the lower stagnation point. The lower stagnation point 
first moves up and then down as d/D increases. The upper 
stagnation point also shifts widely with increasing d/D. 

4 The variation of wmax with the modified azimuth angle £ 
follows Hermann's similarity solution closely; however, no 
similarity in Mmax between tori and spheres is observed. 

The effect of the d/D value on nm a x is prominent in the region 
of small £; the value of nmax decreases as x0 increases. 
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Steady Two-Dimensional Forced Film 
Condensation with Pressure Gradients 
for Fluids of Small Prandtl Numbers1 

A laminar two-dimensional steady forced film condensation with pressure gradients on 
a nonisothermal surface with (7"snt — Tm) remaining constant is considered. The case 
of small Prandtl number has been solved. Body force and interface resistance effects 
have been neglected. Inertia effect for the liquid phase is assumed negligible. Three 
parameters govern the problem: the pressure gradient parameter /3, the property 
parameter R = {vjv^}1^, and the parameter B = hfaixj'A7YC,. It is found that an 
increase in pressure parameter, /3, results in the decrease of the average Nusselt number, 
the condensation rate, and the average skin friction coefficient. With or without pressure 
gradients, the condensation rate and the heat flux increase with the property parameter 
R. The average Nusselt number, however, decreases with the parameter B to a mini
mum and then rises again. 

Introduction 

0, 'USING the past years, many investigations have 
been made both theoretically and experimentally to find heat 
transfer characteristics of forced film condensation on cooled 
surfaces. Cess [ l ] 2 considered forced film condensation over a 
flat plate by neglecting inertia forces, body forces, and con-
vected energy in the governing liquid-flow equations. A similar 
problem was treated by Koh [2] but he included the inertia terms 
in the liquid layer equation. His results showed that the con-
vective heat transfer is negligible for low iVpr liquids but quite 
important for high N-pi liquids. Rohsenow, Webber, and Ling 
[3] considered the condensation of pure vapor with a uniform 
velocity over a vertical plate with a constant shear at the inter
face. Body forces and inertia forces were neglected. Forced 
convection laminar film condensation over an isothermal flat 
plate has also been treated by Shekriladze and Gomelauri [4]. 
A linear temperature profile was shown for the condensate film. 

Combined free and forced film condensation have been con
sidered by Chung [5] and Jacobs [6]. Chung showed that the 
heat transfer and condensation rates did not depend explicitly 
on the Ap r and tha t the effect of the body force was to decrease 
the heat transfer coefficient. Jacobs [6] showed that the heat 

1 This research was partially supported by an Old Gold Faculty 
Fellowship from the University of Iowa for the second author. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division March 15, 1971. Paper No. 
71-HT-Y. 

transfer coefficient decreased with increasing H (i.e., CPAT/ 
NvJhfg). In particular he showed that for pi/pv = 210.19 
and R = 4.496, both body and inertia forces are important 
for the range of Froude number 1.0 to 2000. The problem 
is purely that of forced convection above this, while natural 
convection dominates for cases of Froude number less than 
1.0. Koh [7] showed that the heat transfer rate is decreased 
by the presence of noncondensables. Sparrow, Minkowycz, 
and Saddy [8] showed that interface resistance in forced 
condensation is negligible. Minkowycz and Sparrow [9] later 
showed that the eifect of vapor superheating is negligible for the 
case of pure vapor but becomes significant in the presence of 
noncondensable gases. The present analysis considers the addi
tional effect of pressure gradients on laminar forced film con
densation for liquids of small Npr. The vapor flow is similar to 
Falkner-Skan flow. 

Problem Formulation 
A physical model is depicted in Fig. 1 in the dimensionless 

coordinate (a;, y) plane; x and y are coordinates along and normal 
to the surface respectively and Ua(x) is the free-stream vapor 
velocity at the edge of the vapor boundary layer. The vapor 
temperature is assumed at the saturated state which depends 
on the local pressure. This assumption may approximate an 
expansion process from a saturated state at the leading edge 
into a wet region downstream where the vapor temperature re
mains essentially at the saturated temperature at the given local 
pressure. The temperature on the wall is nonisothermal but 
is linearly proportional to the local vapor temperature. All 
vapor and liquid properties are considered constant. There is 
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y(v Vapor B.L. 

si Liquid B. L. 
4 ^ -

Fig. 1 Physical model in dimensionless coordinate plane 

neither heat generation nor superheat. Body force and surface 
tensions are neglected. The condensate film layer is thin in 
comparison with the characteristic length L of the cooling surface 
so that the boundary layer approximations apply. 

Governing equations are made dimensionless by denning: 

X 

V = 

« i 

5L 

v. 

urs 
T,-

ulv 

ulv 

ur = ^ ulv 
Pi 

(1) 

The potential vapor velocity distribution will be given by 

U„(x) 

Ulv 
u„(x) (2) 

The known characteristics are Uiv, (TBat — TJ), and L, where 

U»L „ 1 
iVEe, = 

V ^ R o n 
(3) 

The following parameters appear in the normalized equations: 
1/52 = -/VR0„, the vapor Reynolds number, R = {vv/v{f^, the 
property ratio, m, the velocity exponent that measures the effect 
of the pressure gradient, and B = hfajxv/(TBai — Tw)Kt which 
comes from the thermal boundary conditions. A term p;/U„2/ 
p„/U;2 appeal's as the coefficient of the liquid inertia term as a re
sult of ordering analysis and is only a function of the vapor and 
liquid properties. I ts magnitude is generally less than unity. 

Thus the liquid inertia terms may be neglected. This confirm-, 
the calculations of Sparrow and Gregg [10] and of Shekrilaii.-/. 
and Gomelauri [4]. 

Neglecting terms involving small coefficients and assuming 
small liquid Prandtl number, we have the approximated govei -
ing equations: 

Liquid layer: 

Continuity: 

Momentum: 

energy: 

but dvi 

dx by 
= 0 

d2U; du„ 
= —Moo ~ 7 ~ 

by2 dx 

Wd, 

d?/2 

Boundary conditions: 

at y = 0 

at y = Vi 

= 0 

= 0 

= 1 

where subscript i denotes conditions at the interface. 

Vapor layer: 

Continuity: 

Momentum: 

bu, bv. 
—- -| = 0 
da; by 

dw„ bv„ 
u, —- + v, —-

ox ay 

du„ bhi„ 

dx dy1 

Boundary conditions: 

at y = y{ u, = 0 

Interface 

Shear: 

Mass: 

match ing 

R2 

as y-* co 

conditions at 

{• 

but 

by 

~uTx 

UB = M„ 

Y = Yi' 

by ',• 

,,-1-

= X 

udy 

dx 

Energy. 

R*B { u -'Vi - o 
dx by'i.i 

( I n : 

( ' - ' • 

( H i 

-Nomenclature-

B — thermal parameter = hSg\i.J 
ATKt 

Cf = friction coefficient 

F = transformed vapor stream func
tion 

/ = transformed liquid stream func
tion 

hfg ~ latent heat of condensation, 
Btu / lbm 

K = see equation (22) 
k = liquid thermal conductivity, 

Btu/ft-deg F-sec 
m = condensation rate 
m = power index of vapor potential 

flow, see equation (2) 

Â Re = Reynolds number 
Arpr = Prandtl number 

R = (j^/c;)1/2, liquid-vapor kinematic 
viscosity ratio 

T = absolute temperature, deg R 
U, V = tangential and normal velocity 

at any point, ft/sec 

« = V — Vs 
/3 = pressure gradient parameter = 

2m/{m, + 1) 
5 = order of magnitude of boundary 

layer thickness, equation (3) 
•q = similarity variable, equation (14) 
0 = {Tt — r„)/(31

s«t — T„) 
ix = viscosity, lbm/sec-ft 
p — density, lbm/ft3 

<j> = temperature function, see eq-w-
tion (14) 

if/ = stream function, see equat1"" 
(14) 

Subscripts 

I = liquid 
v = vapor 

w = at wall 
co = vapor free stream 

sat = at saturated condition 
8 — at edge of boundary layer 
i = vapor-liquid interface 

Superscript 

~ = mean 

100 / FEBRUARY 1 9 7 2 Transactions of the ASME 

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Method of Solution 
We define the stream function from the continuity equations / ; 

{F"> + FF" + j3(i - F'*)}da = 0 (26) 

as: 

and 

lAi = [2uax/(m + l)]^f(V) 

0(i7) = 6,(x, y) 

where 

Vi[(m+ l)uJ2x}1^ 

Vapor boundary layer: 

F'" + FF" + /3(1 - F'*) = 0 

Km) 

where 

(14) 

that is 

-F"(0) + F(as) - (1 + /3) F'Wa + j 
o J o 

F'2da + | fida = 0 
'o 

^v = [2uax/(m + l)V/2F(v) 

V = ! / { [ ( « + l ) /2] [«„/*] } ' A 

The resulting transformed equations are: 

Liquid boundary layer: 

/'" + p = o 

4>" = 0 

with boundary conditions: 

f(v = o) = o 
'(ij = 0) = 0 

and 

<1>(V = 0) = 0 

</>(i? = 774) = 1 

(15) 

(16) 

(17) 

We assume a polynomial function for F(a) given by 

a2 1 a3 

F(a) = K + — 
ces 3 as* 

(27) 

(28) 

and substitute in equation (27) to solve for ag, the vapor bound' 
ary layer thickness. Thus we have 

15{-K ± [IO + (8/15)(2 + 7/3)] '/*} 
<*s (4 + 14/3) 

(29) 

where the positive sign is chosen to make ag positive. From 
equations (28) and (29) we have the interfacial shear, F"(rjg), 
at r] — rjs as 

F"(Vi) = f"(Vt) = F"(OL = 0) 

(8 + 28/3) 

15{ -K + [X2 + (8/15)(2 + 7j3)] V2J - ( 3 0 ) 
2 

as 

or solving for K which is related to condensation rate, 

(4 + 14/3) 
K = F"(Vs) 15F"(VS) 

(31) 

(18) 

(19) 

With the value of F"(r]$) obtained from (31) and together with the 
boundary conditions (17), the liquid momentum and energy 
equations (15) and (16) can respectively be integrated to give 

with boundary conditions: 

F'(n = Vs) = o 
F'(ri-— oo) = 1 

Matching conditions: 

F"(Vt) = /"0?«) 

R'fiVs) = *"(i7«) = K 

n,n <Kn*) 

(20) 

(21) 

(22) 

m i 

/(i7) = V. j - J V3 + {F"(a = 0) + /3i7,}i7»j 

and 

0(1?) = ^ A i 

(32) 

(33) 

K, as or [F"(0)] , and 175 are yet unknown. They are solved 
from the three matching conditions (21), (22), and (23) with /3, 
R, and B as parameters. Equation (23) combined with (33) 
gives 

KB = 1/775 

while (22) with (31) gives 

y, ATTf, K vi + 1 

To solve the vapor boundary layer equation, a transformation of 
F(n) to F(a) is made by defining a as 

„ . X j8i7,» , y?F"(a = 0) 
Kvs) = - = — + 2 

(34) 

(35) 

a = i] — vs 
(24) 

where i<"'(a = 0) is given by either equation (30) or (31). 
Hence K, rjs, and F"(a = 0) may now be solved from (31), 
(34), and (35) in terms of /3, R, and B. Equation (34) together 
with (35) yields 

Equation (19) remains the same with the prime denoting differ
entiation with respect to a. The boundary conditions become: B: 

F'(0) = 0 

* " ( » ) = 1 

F(0) = K 

_ (11 &\ 
~~ \ 2 C 3 / 

B - ^— = 0 
3C4 

(25) 
where 

C = F" -
1 / 4 + 14/3 

Thus equation (19) can be solved independently of the liquid 
governing equation up to an unknown constant K in equation 
(25). This problem may be interpreted as a boundary layer 
flow with suction, which has been solved by Watson [11] and 
others. However, in order to match the liquid equation an
alytically we consider an integral method and integrate equation 
(19) as 

Journal of Heat Transfer 

F> 15 

(36) 

(37) 

F"(a = 0) or /"(17a), shear force at the interface, are solved 
from equation (36) in terms of B, R, and /3 parameters. Then 
K and 175 are obtained respectively from (31) and (34). These 
are given in Table 1. 

The local condensation rate per unit area is expressed in 
dimensionless form as: 
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Table 1 
and p 

R 

2 

10 

50 

2 

10 

50 

2 

10 

50 

2 

10 

50 

General results of f"(i7s) 

B 

30.7909 
1.1266 
0.1421 
0.0141 

151.2616 
11.3266 

1.4304 
0.1414 
0.0141 

753.5286 
27.7592 
12.5824 
1.7690 
0.1179 
0.0141 

32.6969 
1.1954 
0.1420 
0.0141 

163.4846 
11.2599 
1.4371 
0.1414 
0.0141 

817.4231 
29.8842 
12.7952 
1.7695 
0.1179 
0.0141 

51.6406 
1.7196 
0.1413 
0.0141 

267.6101 
9.1555 
1.4719 
0.1414 
0.0141 

1346.8750 
256.1174 

13.9577 
1.7722 
0.1179 
0.0141 

3.0131 
0.7018 
0.1405 
0.0141 

16.9582 
3.8265 
1.5083 
0.1414 
0.0141 

86.3285 
15.3120 
1.7749 
0.1178 
0.0141 

0 = 
r"(ns) 

0.47 
1.45 

10.00 
100.00 

0.47 
0.90 
5.00 

50.00 
500.00 

0.47 
1.45 
2.90 

20.00 
300.00 

2500.00 

0.57 
1.45 

10.00 
100.00 

0.57 
1.00 
5.00 

50.00 
500.00 

0.57 
1.45 
2.90 

20.00 
300.00 

2500.00 

0.90 
1.45 

10.00 
100.00 

0.90 
1.45 
5.00 

50.00 
500.00 

0.90 
1.00 
2.90 

20.00 
300.00 

2500.00 

13 
1.45 
2.50 

10.00 
100.00 

1.45 
2.50 
5.00 

50.00 
500.00 

1.45 
2.90 

20.00 
300.00 

2500.00 

f'Gjj), K ar 

= - 0 . 1 

f'(vs) 
0.1457 
0.9452 
7.0236 

70.6684 

0.0305 
0.1115 
0.7030 
7.0692 

70.7090 

0.0062 
0.0392 
0.0811 
0.5655 
8.4852 

70.7106 

= 0.0 
0.1706 
0.9581 
7.0616 

70.7097 

0.0341 
0.1211 
0.7033 
7.0707 

70.7106 

0.0068 
0.0383 
0.0807 
0.5655 
8.4853 

70.7107 

= 0.5 
0.2175 
0.9879 
7.2575 

70.9170 

0.0400 
0.1711 
0.7048 
7.0784 

70.7189 

0.0079 
0.0147 
0.0787 
0.5655 
8.4856 

70.7110 

= 1.0 
0.9153 
2.01231 
7.4631 

71.1252 

0.1419 
0.3318 
0.7061 
7.0861 

70.7271 

0.0272 
0.0765 
0.5655 
8.4859 

70.7113 

d ijs as functions of B, R 

K 

0.1012 
1.3305 
9.9827 

99.9983 

0.1012 
0.7074 
4.9653 

49.9965 
499.9995 

0.1012 
1.3305 
2.8402 

19.9913 
299.9993 

2499.9990 

0.1022 
1.2661 
9.9733 

99.9973 

0.1022 
0.7333 
4.9467 

49.9947 
499.9993 

0.1022 
1.2661 
2.8080 

19.9867 
299.9990 

2499.9990 

0.0852 
0.9443 
9.9267 

99.9927 

0.0852 
0.9443 
4.8533 

49.9853 
499.9985 

0.0852 
0.2667 
2.6471 

19.9633 
299.9976 

2499.9990 

0.6224 
2.0200 
9.8800 

99.9880 

0.6224 
2.0200 
4.7600 

49.9760 
499.9976 

0.6224 
2.4862 

19.9400 
299.9958 

2499.9990 

vs 
0.3209 
0.6672 
0.7048 
0.7069 

0.0653 
0.1248 
0.1408 
0.1414 
0.1414 

0.0131 
0.0271 
0.0280 
0.0283 
0.0283 
0.0283 

0.2994 
0.6607 
0.7062 
0.7071 

0.0599 
0,1211 
0,1407 
0.1414 
0.1414 

0.0120 
0.0264 
0.0278 
0.0283 
0.0283 
0.0283 

0.2273 
0.6159 
0.7130 
0.7079 

0.0439 
0.1157 
0.1400 
0.1415 
0.1414 

0.0087 
0.0146 
0.0271 
0.0283 
0.0283 
0.0283 

0.5332 
0.7056 
0.7204 
0.7087 

0.0947 
0.1294 
0.1393 
0.1415 
0.1414 

0.0186 
0.0263 
0.0283 
0.0283 
0.0283 

50 
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Fig. 2 Average friction coefficient 

50 

SUivp \fii/ (NRBV) / 2 

1 — T j — 

while the average value is given as 

(2 - p)j(mt) 

The local skin friction coefficient is equal to 

aU 

(39) 

Mi 

C 
aY 1 1 

' ^ W M ) l l H J / " ( 0 ) (40) 

and the average value is given as 

1 1 
C, = 
" ' (iVEe,)'/2 ( 1 -+ |8 ) 

The local Nusselt number is 

h(x)L , , 

while the average value is given by 

Nu = [iVK„„(2- / S ^ V C O ) 

that is 

Nu = (2_-1j9)V* 

(iVB.,)1/* Vs 

{/"0») + i M (41) 

1 VA t l 
1 X

 Z 2 ^ < £ ' ( 0 ) (42) 

(43) 

(44) 

Results and Discussion 
Forced film condensation with pressure gradient is solved for 

liquids of small Prandtl number. Three parameters, namely, 
B, R, and (3, are involved. Quantities of major interest are 
given in Table 1, details of which can be found in reference [12]. 
Table 2 summarizes the general characteristics of the liquid 
thickness, 775, interfacial liquid velocity, /'(77s), shear force, 
f'ivs), friction coefficient, Cf {N-RHV) , condensation rate, m, 
and Nusselt number, Nu, as functions of the thermal parameter, 
B, the kinematic viscosity ratio, R, and the pressure gradient 
parameter, /3. Results are also plotted in Figs. 2-6. 

Effect of B. For a given pressure gradient parameter /3 and the 
kinematic viscosity ratio R, the skin friction coefficient decreases 
with increasing B (see Fig. 2). Thus, for example, we will have 

Table 2 Summary of general characteristics 

f'(vs) f'(%) cf{N^yh 
F 
I 
F 

F 
F 
D 

D 
F 
F 

I 
D 

J—
f 

n 
D 
1 

D 
I 
I 

X(M ! /M») 2 

I 
I 
I 

Nu/(iVBe„)1A 

I 
I 
D 

F = fixed, I = increase, D = decrease 
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Fig. 4 Film thickness, -i]s 

a small value of friction coefficient with small temperature 
difference. The friction coefficient approaches that of vapor 
fluid in the limit of large B. Both the condensate velocity at 
the interface, f'{-q$), and the condensation rate (see Fig. 3), in
crease with a decrease of B. The film thickness r]i (Fig. 4) 
increases monotonically to a limit as B decreases for all B and 
(3 < 0. However, for /3 > 0 and as B decreases, i]s first in
creases to a maximum and then slightly falls back to a constant 
value. Therefore, for example, an increase in the temperature 
difference between the wall and vapor can only increase the 
thickness of the condensate film to a limit. However, an in
crease in the temperature difference will always decrease heat 
transfer, Nu (see Fig. 5). 

Effect of R. The film thickness decreases with a liquid having 
larger R. The average friction coefficient (see Fig. 2) increases 
with R for a given value of /3 and thermal parameter B. 

Effect of j3. Given R and B, the average condensation rate m, 
heat transfer, and the film thickness rn, increase with a decrease 
in (3 (see Figs. 3-5). For example, the average condensation 
rate for a stagnation point flow (/3 = f) is smaller than that for 
a flat plate (/3 = 0). This is so because the vapor velocity com
ponent along the surface just outside the boundary layer must 
accelerate from zero at the stagnation point to some value, while 
the velocity is a constant for a flat plate. 

Comparison with Some Known Results. The forced condensation 
over a flat plate (/3 = 0) is a special case that may be compared 
with the results of the present work with pressure gradient /? 
being arbitrary. In particular, comparison with the results of 
Cess [1] and Koh [2, 7] will be made. The present result for 
the vapor side agrees within one-half percent with those of Koh 
[2, 7]. Table 3 shows a comparison of the result for the flat-

5 0 0 

Fig. S Heat transfer 

Kl 

1 ' 
— f.'<n>,R=l° / 
— f(n),R=i° / 

/ 
/ / 6=0 / 
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0 .05 
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1 ' / 
/ 1 
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141/ 
/e=o 
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Fig. 6 Liquid velocity profiles 

Table 3 Comparison of others' and present results for flat-plate case 

R = 10, B = 11.2599 

vs f(vs) f"(v = 0) o i ' W <£'(>? = 0) Source 
0.1202 0.00790 1.0946 8.2874 8.3340 Koh 
0.1211 0.00733 1.0000 8.2554 8.2572 present 

R 2.12, B = 0.8661 
3941 
4689 
499 
499 
5809 

Jacob 
Koh 
Cess 
present 
Chung 

plate case, (3 = 0. I t shows a good agreement for the pri
mary functions /(>?), f"(y), and </>'(i?), and consequently the 
condensation rate, the skin friction coefficient, and the heat 
transfer quantities respectively. Fig. 6 shows that for large B, 
the liquid velocity profiles are linear and this agrees well with 
the result of Koh [7] which he illustrates in his Fig. 2. The 
present results and those of Cess [1] and Koh [2, 7] show that 
N U / ( N R 0 „ ) 1 / / 2 is approximately independent of Prandtl number 
for thin films and increases as B increases. Koh [7] and the 
present work show that Nu/(ArRe„)I//:! decreases with B to a 
minimum and then rises again (see Fig. 5). 

Summary and Conclusion 
The two-phase boundary layer flow for laminar film con

densation with constant (T„xt — Tw) is solved for liquids o" small 
Prandtl number. The physical parameters involved are the 
kinematic viscosity ratio, R2 = vv/vh the thermal parameter 
B = hfgnv/ATKb and the pressure gradient parameter p\ The 
analysis shows that an increase in the pressure gradient or con
figuration parameter /3 results in the decrease of: the film thick
ness, the average rate of heat transfer, the average condensation 
rate, and the average skin friction coefficient. The average 
Nusselt number decreases to a minimum and then rises again 
with B. Comparison shows that the present results agree well 
with those of Cess [1] and Koh [7] for the flat-plate case of /? = 0. 
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A Model of Heat Transfer in Fluidized Beds 
An expression for estimating the heat transfer coefficient in a fluidized bed has been de
veloped based on the surface renewal and penetration concept. The predicted heat 
transfer coefficients between walls and beds agree well with experimental results. The 
result of this analysis shows that, in general, the effect of thermal conductivity of par
ticle on heat transfer is insignificant. The maximum possible Nusselt number for the 
gas fluidized system is determined theoretically as 13.5. This value appears to be reason
able in light of the majority of available experimental data. 

Introduction 

I INE OF the important characteristics of a fluidized 
bed is the uniformity of temperature throughout the system and 
the high rate of heat transfer to the heating and cooling surface. 
The thermal resistance appears to exist only in the vicinity of the 
heat exchange surface. Measurement of coefficients of the heat 
transfer between a fluidized bed and the boundary surface has 
been carried out by many investigators and extensive data are 
available in the literature. The discrepancy among the results 
by different workers was illustrated by Wen and Leva [1]1 as well 
as by Van Heerden [2]; they have shown tha t the dense-phase 
heat transfer correlations by different investigators can be varied 
by sixtyfold. I t appears that the understanding of the mecha
nism of heat transfer in a fluidized bed is still in a primitive stage. 

One of the early theories of heat transfer in fluidized beds was 
provided by Levenspiel and Walton [3] based on the film concept. 
Mickley and Fairbanks [4] proposed that the transport process 
between the bed and the wall is controlled by unsteady conduc
tion of heat from the surface into packets (a group or assembly of 
particles). Baskakov [5] extended this model by considering 
the additional surface resistance. Botterill et al. [6] applied 
the same concept and used the step-by-step vaviation of the 
relaxation method to determine the heat transfer between a 
spherical particle in contact with a plane of heat transfer surface. 
Ziegler et al. [7] derived a model by considering an unsteady-state 
heat absorption of the particles from the hot gas near the wall. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (without 

presentation) in the JOTJBNAL OP HEAT TBANSFEB. Manuscript re
ceived by the Heat Transfer Division March 4, 1970. Paper No. 71-
HT-Z. 

However, their analysis is based on the assumption that the 
conductivity of the solid, k, is independent of the heat transfer 
coefficient in a fluidized bed. Their model is limited to the case 
where the ratio between the conductivities of gas and solid, 
kg/k, is less than 0.2. The present analysis may be considered as 
a modification of Ziegler's work, since the same basic mechanism 
is employed essentially. 

Besides Ziegler, several authors [8, 9] concluded from their ex
perimental data that the conductivity of particles has little effect 
on the heat transfer in a fluidized bed. This proposition so far 
has not been satisfactorily verified theoretically. On the other 
hand, Earnest [10] claimed tha t the thermal conductivity of the 
solid is more important than that of the gas in fluidized beds. 

The purposes of this paper are to develop an expression for the 
wall heat transfer coefficient in a fluidized bed based on the re
newal-penetration concept and to clarify the effects of the ther
mal conductivity of particles on the heat transfer coefficient be
tween beds and the wall. 

The surface renewal and penetration theory was first proposed 
by Higbie [36] and modified by Danckwerts [37]. The basic 
notion of this theory may be stated as follows [37, 38]: Consider 
a transport system as being composed of elements of fluid which 
are initially completely mixed and at bulk concentration. Due to 
the turbulence in the bulk stream numerous extremely small fluid 
elements are constantly brought to the interface. While those 
elements in one phase under consideration are exposed to the 
other phase at the interface, each element will absorb matter (or 
heat) by unsteady-state diffusion. The amount of matter (or 
heat) which will have been absorbed at any instant depends on the 
contact time of the fluid element on the interface. After certain 
lengths of time, each element on the interface is displaced from 
the surface by a new element or elements in the bulk stream. In 
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this way, the surface at that particular location is renewed. Equa
tions which describe the rate of mass transfer process based on 
the renewal-penetration theory are the unsteady-state diffusion 
(or conduction) coupled with some statistical age distribution 
function. While this theory appears to be sufficiently flexible 
for treating a variety of transport processes its applications have 
been restricted mainly to certain classes of mass transfer proc
esses. Comparatively little work has been done to extend the 
theory to heat transfer. Furthermore, the majority of the ap
plications have been restricted to the use of the basic form of the 
theory as derived from Higbie's or Danckwerts ' model. In this 
work, the theory is applied to the heat transfer process in a 
fluidized bed and a more realistic contact time distribution is 
employed. 

Proposed Equation for Heat Transfer between Wall and Bed 
According to the renewal-penetration theoiy, it can be con

sidered that the fluidized particles with bulk temperature Tb 

are swept to the surface of the heater by the fluid bubbles and 
absorb heat from the surrounding fluid adjacent to the heating 
surface of temperature TV After a certain length of time, the 
particles are swept back to the bulk of the fluidized medium. 

The unsteady-state temperature profile of a spherical solid 
particle during the transient heat conduction which takes place 
when a fluidized particle is in the surrounding fluid adjacent to 
the heating surface may be written as 

od r2 Or \ d?- / ' 
0 < r < R 

The initial and boundary conditions are 

T --

"dr" 
h(Ta - T) for = R, 6 > 0 

finite for = 0, } v C~ > 0 

(1) 

(2) 

(3) 

(4) 

where 6 is the contact time of a particle near or a t the surface of 
the heater, k is the thermal conductivit}' of particles, r is the dis
tance from the center of a particle, and a is the solid thermal dif-
fusivity. 

The instantaneous rate of local heat absorption into the surface 
of a particle depends on its contact time (or age) only, that is, 

bT 
9<(0) = k — 

Or r = li 
(5) 

Fig. 1 Multiple capacitance residence time distribution curves (or 
various values of the parameter m 

The average rate of local heat absorption per unit transfer area of 
the particle can be expressed as the summation of individual con
tributions of particles of all ages as 

- / . " 
<f>0)q{(0)dd (6) 

where <j>(6) is defined as the contact time (or age) distribution 
function. The following so-called multiple capacitance contact 
time distribution proposed by Perlmutter [12] will be introduced 
here: 

T 
h 3l \r) (7) 

-ma y _ (msgy 
/=o i ! 

where m is the number of capacitances (or capacitors), r is the 
mean residence time of particles on the heating surface, and s is 
defined as the mean frequency of surface renewal and, hence, 
equals 1/T. When m equals unity, equation (7) reduces to random 
age distribution and, when m approaches infinity, equation (7) 
becomes the uniform distribution function. Hence the multiple 
capacitance distribution functions with different values of m may 
be considered as successive degree compromise between Higbie's 
uniform distribution function and Danckwerts' random distribu
tion function. A realistic contact time distribution should be a 
monotonic non-increasing function, because, at any instant, the 

-Nomenclature-

6 = 

cv = 
d = 
h = 

h. = 
k = 

Lh = 
m = 

N„ = 

area of the heating surface . Nu 
d , d N u ' 

— T = COth — y = — 1 
V 2 a r V 2 a r 9 
specific heat of solid particles 
diameter of fluidized particles 
heat transfer coefficient between 1i 

walls and beds 
inverse of surface resistance Q 
thermal conductivity of fluidized 

particles R 
thermal conductivity of fluidizing R e 

gas s 

length of heater 
number of capacitances or de- m 

pacitors in multiple capacitance 
contact time distribution 

number of particles in contact 
with unit area of heating sur- x 

face 

Nusselt number = hd/kg 

had/kg 

average local heat transfer rate 
per unit transfer area of the 
particle 

instantaneous local heat transfer 
rate per unit area of particles 

heat transfer rate from wall to 
beds 

radius of spherical particle 
Reynolds number 
fractional rate of surface re

newal 
temperature of fluidized particles 
average downward velocity of 

solid past a vertical surface 

d 

P 
r 

thermal diffusivity of fluidized 
particle 

}h 
K 

void fi'action 
contact time or age 
viscosity 

density of particles 
mean residence time 
contact time (or age) distribution 

function 

•\/2<XT 

Subscripts 

b = quantity evaluated at bulk 
stream 

g = fluidizing gas 
0 = quantity evaluated at interface 

max = maximum or upper bound 
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amount of particles on the heating surface with ages between 6 
and 6 + dd can never exceed that of ages between 9 — dd and 6. 
I t can be seen that equation (7) satisfies the condition of being 
inonotonic non-increasing functions. Equation (7) becomes in
creasingly complicated as the number of capacitances m increases. 
That m equals to unity in equation (7) implies that the highest 
probability for contact or residence time of particles on the wall 
is in the vicinity of zero. I t is very unlikely for any particle to 
have zero residence time because of the interactions among 
particles. However, due to the high elastic property of solid 
particles, the value of m is expected to close to unity. Hence 
that m of 2 would probably best represent the contact time dis
tribution of particles in the vicinity of the heating surface. 
Numerical computations show that the values of <f>(6) do not 
differ much when m is greater than 3. Fig. 1 shows a dimension-
less plot of the multiple capacitance residence time distribution 
with different values of parameter m. Replacing m by 2 and s by 
1/r and solving equations ( l ) -(7) simultaneously, one obtains 
[13] 

q = (2 ' 0— Th)hs 462 + yR 62 + 56 
d* 

2ar 

where 

: coth 

4(6 + 7fi)2 

d 

•\/2aT V W 
1 

(8) 

(9) 

If Np is the number of particles in contact with a unit area of 
the heating surface, the rate of heat transfer from the unit area 
of heater, Q/A wl is 

j - = irdWpg 

= Td*Np(T„ - Th)K 

462 + yR ( 62 + 56 — ) 
\ 2 a r / 

4(6 + yR)* 
(10) 

where Q is the rate of heat transfer from the wall to the bed and 
Aw is the area of the heating surface. Adopting Ziegler's [7] 
assumption that the heater wall is completely coated with 
particles which come into contact with the wall at any instant in 
hexagonal packing, one can write 

N„ = 
2 \ / 3 

3d2 

In equation (10), y is defined as 

7 = * ! = . ^ ^ . = N u / ^ 
k k„ kd kd 

and 

N u ' 

(11) 

(12) 

(13) 

where N u ' is the Nusselt number for fluid to particle convection 
heat transfer. 

In the vicinity of the wall, the velocity of fluid around the 
particle is small. Harriott and Barnstone [15] indicated that the 
minimum Nusselt number for transfer from solid to gas, Nu' , is 
greater than 2 (a limiting value of N u ' in the Frossling [16] ex
pression) if the particle is confined in an enclosure. Kramers 
[17] obtained the same conclusion from his experiments. Ac
cording to his correlation, the minimum Nusselt number for heat 
transfer between solid and gas is given by [17] 

N u ' = 3.2 (14) 

This value will be employed in the present analysis. 
Shirai et al. [19] showed experimentally that 88 percent of the 

heat transfer in fluidized beds is by way of particle transport. 

With this fact in mind and combining equations (10), (11), (12), 
(14), and (1), one obtains the equation for the Nusselt number of 
heat transfer between wall and beds as 

Nu = 

Nu = 

hd Qd 

A*(T> - Th)k„ 
(15) 

2TT N U ' 

V 3 X 0.88 

k / d2 Y 
62 + N u ' -" 62 + 56 

8/fc V 2 a r / 

6 + N u ' 
2k 

= 13.5 

k„ I d2 

62 + 0.4 -° 62 + 56 
fc V 2 a r 

6 + 1 . 6 - , 

(16) 

and 

h = 

13 bkg 62 

+ 0.4 
K - i ' 

k 

I 
62 

+ 56 -
rf2 \~| 

2 « T 7 

d(b+ 1.' 

(16a) 

where 6 is given by equation (9). 

Effects of Thermal Conductivity of Particles 
Most frequently, the value of ( I / V 2 c t r is less than unity for 

the usual laboratory fluidized bed, because the average diameter 
of particles d is small (usually around 1 0 - 3 ft or less, see Table 2) 
and the value of r can not be too small; its lower bound is limited 
by the velocity of fluid. Note that r decreases as the velocity of 
the fluid increases; very high velocity would cause "slugging." 

When the value of d/'s/lax is less than unity, from equation 

(9) 

6 = 

where 

x = 
\/2(XT 

(17) 

(18) 

Substituting equation (17) into equation (16), one obtains 

' 2 
13.5 

Nu = 

k0 2 z*\ 
0.4 -" ( - z2 + - ) 

k \ 3 9 / 

(!'+•=!•) 
(19) 

When d/'V 2ar or x is less than 1, the second term, x4/9, inside 
the parentheses may be neglected in the above expression in 
comparison with the lower-order terms. I t follows that 

13.5 

Nu 

0.8 k0x* 

3 k 

+ 1. 
(20) 

Numerical computation has shown that equation (20) holds not 
only for x < 1 but also approximately for x > 1 when x is not far 
from 1. 

Introducing equation (18) into equation (20) and cancelling k 
in the denominator and the numerator, one obtains 

13.5 

Nu = 
\ d*pcp J 

. . 9.6r£„V 

d2pcp 

(21) 
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Fig. 3 Comparison of present model with Botterill's model and experi
mental data 

4! l (22) 

Note that equations (21) and (22) do not involve the conductivity 
of the solid spheres. These equations show that the heat transfer 
coefficient in fluidized beds can be independent of the thermal 
conductivity of particles based on the present model. 

If the Fourier modulus, <xr/d%, is very small, which implies that 
.T, or b is extremely large, the Nusselt number becomes inde
pendent of any properties of particles as can be seen from the 
limiting value of Nu derived from equation (21). 

Ziegler et al. [7] measured the heat transfer data in air fluidized 
beds. Copper, nickel, and solder (50 percent Pb, 50 percent Sn) 
were chosen as particle material since they have a wide variation 
in thermal conductivity, twofold variation in specific heat, and 
almost no variation in density. The heat transfer rate from the 
wall to beds was found to be independent of the thermal conduc
tivity of particles from their experiments. This can be inter
preted mathematically by the present model as follows: Let a wide 
range of mean residence time, say, ranging from 0.1 to 2.1 jiec, be 
chosen. Numerical calculations show the values of (i/V2ffTfall 
between 0.054 and 0.0118 for copper, 0.119 and 0.026 for nickel, 
and 0.117 and 0.026 for solder. Clearly, the heat transfer coef
ficients are independent of the thermal conductivity because of 

13.. 

lim Nu = lim 

k 
(x coth x - l)1 + 0.4 — [{x coth x - 1) 2+ 5(x coth x - 1) - x2] 

k 

x coth x + 1.6 
k 

= 13.5 (23) 

The only instance when the thermal conductivity of the solid 
may have influence on the heat transfer coefficient is when 
d / V 2 a r and kg/k are both very large. For example, when 
d/V2ar = 10 and kjk = 1, the results obtained from equation 
(20) deviate from the exact solution of equation (16) by 25 per
cent. 

The mean residence time of particles in the vicinity of the wall, 
in general, decreases as the velocity of the fluidizing gas increases. 
This relation has been shown in reference [6]. Mickley and 
Fairbanks [4] suggested the following approximate expression 
for estimating the mean residence time 

Lh (24) 

where Lh is the length of the heater and u is the average downward 
velocity of the solid past a vertical surface. Assuming that the 
initial velocity is zero and the acceleration is due to purely gravi
tation force, it can be shown from equation (24) that 

h 
4 

(25) 

Here the unit of T is sec and of Lh is ft. Obviously, the above 
equation is a very approximate estimation; it neglects the re
sistance of the fluid, frictional force between the wall and the 
particle, and the delay time due to collision with other particles. 
Therefore, equation (25) at best can only be considered as a rough 
estimation of the mean residence time. 

the low values of d/\'2ar (less than 1) according to the analysis 
just presented, equation (21). The length of heater in Ziegler's 
experiments was 0.208 ft; equation (25) gives an approximate 
value of T of 0.114 sec. 

Reed and Fenske [9] also concluded that the thermal conduc
tivity of particles is not an important factor in determining the 
heat transfer rate. The same maximum heat transfer coefficient 
of 150 Btu/ft2-hr-deg F was obtained from their experiments 
by fluidizing nickel powder and copper powder, while the thermal 
conductivities of these two types of material show sevenfold 
variations. This result can be explained satisfactorily by the 
present model with the same argument as in the previous case, 
i.e., the values of d / V 2 a r in their experiments are always less 
than unity. 

Comparison of the Present Model with Experimental Results 
Botterill et al. [6, 20] conducted a series of experiments by em

ploying a stirred annular fluidized bed heat exchanger. The 
contact time of particles with the surface of the heat exchanger 
was controlled by moving the stirrer through the fluidized bed of 
particles at various speeds. Figs. 2, 3, and 4 show their experi
mental data, the predicted heat transfer coefficients by their 
theoretical model, and those by the present model as character
ized by equation (16a). The thermal properties of the gas were 
evaluated a t 200 deg F in the calculations. I t can be seen that 
the present model agrees well with Botterill's experimental data 
especially for the case of 200-fi size particles. 
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Table 2 Max imum values of Ihe observed Nusselt number for heat 
transfer in fluidized beds 
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Fig. 4 Comparison of present model with Botterill's model and experi
mental data 

Table 1 Comparison between the experimental result by Dow and 
Jakob and the results from present model 

Experiments Present Model 
d 0.000253, 0.000344, 0.000513 0.000253, 0.000344, 0.000513 
p 121 121 

Lh 
r 
h 

0.223 
0.38 ~ 1.1 

30 121 

0.223 

0.2 ~ 0.5 
34 ~ 138 

Investigators 
Mickley [21] 
Mickley [21] 
Levenspiel [22] 
Leva [23] 
Baerg [24] 
Vreedenberg [25] 
Dow [8] 

Van Heerden [26] 
Van Heerden [2] 
Olin [27] 
Toomey [28] 
Wicke [29] 
Muchlenov [30] 

Miller [31] 
Brotz [32] 
Mickley [33] 
Botterill [34] 
Ziegler [7] 
Jacob [14] 
Bartholomew [35] 
Reed [9] 
Yamazaki [40] 
Yamazaki [40] 
Yamazaki [40] 
Gel'perin [41] 
Gel'perin [41] 
Heertjes [42] 
Agrawal [39] 

Solid Particles 
Scotchlite beads 
Scotchlite beads 
coal 
iron catalyst 
round sand 
sharp mass sand 
spherovdal cata

lyst 
carborundum 
sharp silver sand 
Ottawa sand 
Scotchlite beads 
river sand 
aluminum-nickel 

catalyst 
silicon carbide 
quartz sand 
Scotchlite beads 
lead glass 
nickel sphere 
glass bead 
sand 
microsphere 
limestone 
molding sand 
alumina 
glass sphere 
glass sphere 
silica gel 
Scotchlite beads 

d X 104 

(ft) 
1.5 
1.5 

38.6 
3.6 

28.8 
11.6 
5.6 

7.4 
7.1 
3.9 

12.3 
1.0 

11.5 

8.2 
14.7 
10.5 
6.6 
8.4 
9.6 
8.0 
2 .0 

10.1 
6.9 
3.7 

36.0 
14.5 
36.0 
18.4 

Maximum 
Nusselt 

\n>g / max 

3.9 
2 .3 
4 .5 
1.7 
8.1 
2.6 
4 .7 

3.0 
3.7 
3.0 
5.1 
4 .6 
5.0 

3.6 
6.7 
5.6 
3.5 
6.2 

12.0 
1.8 
1.4 
4.72 
4.2 
2.94 
7.9 
5.4 
7.9 
5.15 

Dow and Jakob [8] conducted 191 experiments with three 
kinds of solid particles to determine the heat transfer coefficients 
from a vertical tube of a fluidized air-solid mixture. The con
ditions and results of their experiments for the air-coke system 
including both small and large heating units are summarized on 
the left-hand side of Table 1. The calculated results based on the 
present model with the mean residence time from 0.2 to 0.5 sec are 
shown in the right column of Table 1. The calculations are based 
on equation (16a). Since the length of the heater employed in 
Dow and Jakob's experiments is in the range of 0.38 to 1.1 ft, from 
equation (25) r is approximately in the range of 0.15 to 0.26 sec. 
Hence, the mean residence times employed in the present calcula
tion (0.2 and 0.5 sec) are in the right order of magnitude. I t may 
be concluded that the experimental data of Dow and Jakob ap
pear to provide some support to the present model. 

Maximum Nusselt Number of Heat Transfer between Beds 
and Wall for the Gas Fluidized Systems 

The appearance of a maximum and a minimum in the experi
mental heat transfer coefficients in a fluidized bed is very common. 
A theoretical maximum value can be estimated from equation (21) 
by letting r approach zero or can be observed directly from equa
tion (23). This model yields the maximum Nusselt number for 
any gas fluidized systems as 

Nu„ = 13.5 

in contrast to 7.2 predicted by Ziegler et al. [7]. In reviewing the 
experimental data, it has been found that Jacob and Osberg [14] 
obtained the highest heat transfer coefficient by using a very 
small heat exchange surface. The maximum value they were 
able to observe was 12. As a matter of fact, the observed Nusselt 
number should be appreciably below the theoretical maximum 
Nusselt number because it is impossible to achieve the zero mean 
residence time of particles in a fluidized system. Table 2 shows 
values of the maximum observed Nusselt number measured by 
different investigators. Data are obtained from the work by 
Ziegler et al. [7] and others. I t can be seen that the observed 
values of the Nusselt number are all below the predicted maxi

mum Nusselt number based on the present model. I t should also 
be of interest to note that the recent work by Agrawal and Ziegler 
[39] indicates that the calculated Num„x is 4.19 in contrast to the 
experimental N u m a l of 5.15 based on Brazelton's data [39]. 

Conclusions 
An expression for the heat transfer coefficient in a fluidized 

bed has been proposed. The predicted heat transfer coefficients 
between walls and beds agree well with the experimental results 
of Botterill et al. [20]. The thermal conductivity of solid par
ticles has little effect on the transfer rate if the value of 
is less than unity. The only condition under which the conduc
tivity of particles may have influence on the heat transfer coef
ficient is when both d/"V2ar and k/kg are large. The upper 
bound of the Nusselt number for the gas fluidized sj'stem has been 
derived from equation (16) as 13.5. This value appears to be 
reasonable in light of the majority of available experimental data. 
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The Turbulent Boundary Layer on a 
Porous Plate: Experimental leat Transfer 
with Uniform Blowing and Suction, with 
Moderately Strong Acceleration 
Experimental data are presented for heat transfer to the turbulent boundary layer sub
jected to transpiration and acceleration at constant values of the acceleration parameter 
K = (p/Un^idUto/dx) of approximately 1.45 X 10~6. This is a moderately strong 
acceleration, but not so strong as to result in laminarization of the boundary layer. The 
results for transpiration fractions F of —0.002, 0.0, and -{-0.0058 are presented in 
detail in tabular form, and in graphs of Stanton number versus enthalpy thickness 
Reynolds number. In addition, temperature profiles at several stations are presented. 
Stanton number results for F = —0.004, -{-0.002, and -{-0.004 are also presented, but 
in graphical form only. The data were obtained using air as both the free-stream and 
the transpired fluid, at relatively low velocities, and with temperature differences suf
ficiently low (approximately 40 deg F) that the influence of temperature-dependent fluid 
properties is minimal. All data were obtained with the surface maintained at a tem
perature invariant in the direction of flow. 

L 
Introduction and Objectives 

HIS PAPER is one of a series on momentum and heat 
transfer processes involving the turbulent boundary layer with 
fluid transpired through a porous plate. All of these papers are 
based on data obtained as part of a systematic experimental in
vestigation employing the Stanford Heat and Mass Transfer 
Apparatus. 

The first two papers in this series, Moffat and Kays [ l ] 1 and 
Simpson, Moffat, and Kays [2], covered the heat transfer and 
hydrodynamics for constant free-stream velocity, and constant 
surface temperature, with a range of constant blowing and suc
tion fractions from "blow-off" to asymptotic suction. Whitten, 
Moffat, and Ka}rs [3] again considered heat transfer using a con
stant free-stream velocity, but included the influence of both 
blowing fraction and surface temperature varying in the main flow 
direction. Simpson, Whitten, and Moffat [4] is a study of turbu
lent Prandtl numbers extracted from the data of the first two 
papers. 

1 Numbers in brackets designate References at end of paper.. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division May 14, 1971. Paper No. 71-
HT-BB. 

A second phase of the program has been concerned with the in
fluence of free-stream acceleration on both the momentum and 
heat transfer characteristics of the transpired turbulent boundary 
layer. The first paper in this phase, Kays, Moffat, and Thielbahr 
[5], is specifically concerned with the phenomenon described as 
"laminarization" in an accelerated transpired turbulent boundary 
layer, and also with a finite-difference prediction technique that 
adequately predicts the effects of strong accelerations, and pre
dicts virtually all of the results in the preceding papers. Kays, 
Moffat, and Thielbahr [5] contains samples of the experimental 
data obtained during the acceleration phase of the program, but 
since these data are only used to support a discussion and analysis 
of the "laminarization" phenomenon, they are not presented in 
sufficient detail to be useful to other workers. The primary ob
jective of the present paper, as well as that of a companion paper, 
Julien, Kays, and Moffat [6], is to present and document some 
selected experimental data, obtained under a moderately strong 
free-stream acceleration, in sufficient detail and with all of the 
experimental conditions sufficiently described, so that other 
workers can make meaningful comparisons with data and 
theoretical prediction techniques. Julien, Kays, and Moffat [6] 
is confined to the momentum boundary layer alone, while the 
present paper is concerned with the development of the thermal 
boundary layer. No theoretical analysis is presented in either 
case; the purpose of these papers is to present facts and data that 
can be used to test the validity of new theories. 
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Specifically, the objectives of the present paper are: 
1 To present Stanton number data taken under conditions of 

constant surface temperature, for three transpiration rates (F = 
— 0.002, 0.0, and +0.00S8) for one case of moderately strong con
stant K acceleration, K = 1.47 X 10 - 6 , including the constant 
velocity recovery region following the acceleration, and the con
stant velocity region before acceleration. 

2 To present a series of temperature profiles taken simul
taneously with the Stanton number data, covering the same range 
of conditions. 

Asymptotic Boundary Layer 
The acceleration parameter K [K — (v/'V'„2)(dU„/'dx)\ is a 

convenient measure of the strength of an imposed pressure 
gradient. This parameter appears explicitly in a particular form 
of the two-dimensional integral momentum equation, 

= — — Re,v(l 
dUer 2 

H)K + F (1) 

Examination of equation (1) reveals that if K is positive and 
constant, and F constant, the term dReM/dRex can vanish if Cj, 
Re^r, and H reach appropriate values. A boundary layer having 
a constant momentum thickness Reynolds number will be called 
an "asymptotic" boundary layer. This particular type of 
boundary layer is characterized by constant ReM, K (positive), 
and F. Furthermore, if the hydrodynamic profiles were com
pletely similar, then H and cf would also be constant. Under 
these conditions, the important inner region variables P+ and 
Vy,+remain constant. 

Exact solutions to the asymptotic laminar boundary layer 
are available [7]. Townsend [8] considered an exactly self-
preserving turbulent boundary layer with constant positive K, 
and showed it possessing a constant Reyl/. Launder and Stinch-
combe [9] established a turbulent boundary layer at a constant 
value of K, and obtained near-constant Rejif, C/, and H. 

Because so many parameters remain constant, the asymptotic 
boundary layer provides a particularly convenient configuration 
for study of accelerated boundary layers. Although the overall 
experimental program covered a range of values of K, the present 
paper is restricted to K « 1.45 X 10~6. In addition, all runs 
were restricted to constant blowing fraction (F) and constant 
surface temperature (U) boundary conditions. The blowing 
fraction ranges from - 0.004 < F < +0.006. This range of F is 

of practical interest since the upper limit is near blow-off 
(F ~ +0.010), and asymptotic suction conditions (where St = 
— F) are rapidly approached at F — —0.004. 

Experimental Apparatus 
All data were taken on the Stanford Heat and Mass Transfer 

Apparatus. This appratus provides the capability of accurately 
evaluating heat transfer coefficients along a flat surface in the 
presence of (1) arbitrary free-stream velocity distribution, (2) 
arbitrary surface transpiration (blowing or suction), and (3) arbi
trary surface temperature distribution. The working fluid is air. 

A detailed description of the apparatus can be found in ref
erence [1]. Briefly, the test section is a rectangular flow duct 8 ft 
long by 20 in. wide by 6 in. high (at the air free-stream entrance). 
Twenty-four porous bronze plates form the lower surface, two 
stationary plexiglass walls form the sides, and a flexible plexiglass 
top provides the means to produce any desired variation in free-
stream velocity. All data were taken on the center 6-in. span 
of each porous segment. The main air system is supplied by a 
2000-scfm blower which can produce up to 44-fps free-stream 
velocity at the duct entrance. The transpiration air system pro
vides individual control of flow through each of the 2 4 porous 
plates. The plates are electrically heated so the system can 
operate with no surface mass transfer. The transpiration system 
also, has the capability for simultaneous blowing and suction 
through different plates. 

Each porous plate is 0.25 in. thick, sintered together from 
spherical bronze particles (0.002 to 0.007 in. diameter). The 
surface has an rms roughness of 50-200 ,uin. (measured with 
0.0005-in-radius stylus), and the plate is uniformly porous ( ± 6 
percent) over the center 6-in. span. Each plate is heated in
dividually by electrical energy dissipated from 0.012-in-dia wires 
glued into grooves on the back of the plate. The spacing of the 
wires was selected to yield negligible temperature variation across 
the plate surface. Each plate's surface temperature is deter
mined from an average of 5 iron-constantan thermocouples em
bedded in the plate at a depth of 0.040 in. from the free-stream 
surface. 

Acceleration of the main stream is necessarily accompanied by 
a gradient in static pressure in the flow direction. This gradient 
acts to cause the transpiration flow through each segment to be 
higher than average on the downstream edge and lower than 
average on the upstream edge. The maximum disturbance in 
transpiration flow necessarily occurs on the last plate in the 

•Nomenclature-

F = 

So = 

H = 

Is = 

K = 

P = 

4" = 

Re f f = 

friction coefficient (cy/2 = gcrw/ Re i l f = 

specific heat at constant pressure 
blowing fraction [F = in" / 

(U^pJ] 
proportionality factor in New

ton's second law 
velocity profile shape factor 
stagnation enthalpy 
acceleration parameter [K = 

(v/UJ)dUJdx] 
mass flux through wall (positive 

if flow is into the boundary 
layer) 

pressure 
nondimensional pressure-gradient 

parameter [ P + = —K/(cj/ 
2)V°] 

heat flux normal to free-stream 
flow direction 

enthalpy thickness Reynolds 
number (ReH = &-JJ mpm/ p.„) 

R e , 

St 

t 
T 

Va 

iv-

momentum thickness Reynolds 
number (Re^ = S2Uap^/p,m) 

integrated x Reynolds number 

Re„ 
Jo 

Wafro/H„)dZ 

= Stanton number [see equation 
(5)] 

= temperature 
= absolute temperature 
= temperature difference ratio [I = 

(t - U/ftv - U] 
= nondimensional temperature (t + 

= I Vc^/i/St) 
= free-stream velocity 
= velocity component in x direc

tion 
= nondimensional velocity [u+ = 

u/(umV^f/2)} 
= a blowing parameter (vw

+ = 

F/V^/2) 
= distance measured in direction of 

flow 

y = distance measured normal to flow 

y+ = nondimensional distance from 

wall (y+ = yVJ\/csl2lv) 

82 = momentum thickness of bound
ary layer 

A2 = enthalpy thickness of boundary 
layer [see equation (3)] 

v = kinematic viscosity (y = p./p) 

« = dynamic viscositj-
p = fluid density 
T = shear stress 

Subscripts 

w = refers to evaluation at the wall, or 
wall state 

00 = refers to evaluation in the free 

stream 

s = refers to stagnation condition 

T = refers to the state of the transpired 
fluid before passing through 
surface plate 
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accelerating region, where the local value of dP/dx is largest. 
The combination of strong acceleration (high K) and low blowing 
fraction produces the largest percent variations in the transpired 
flow. Under these conditions (K = 1.45 X lO"6, F = +0.001) 
the transpiration flow at the upstream and downstream edges of 
the worst plate differed by 5 percent. 

The streamwise static pressure distribution along the test sec
tion was obtained from 48 equally spaced pressure taps located on 
one of the side walls. Free-stream velocity distribution and the 
axial distribution of K were calculated from Bernoulli's equation. 
It was confirmed experimentally that wall static pressure taps 
located 1 in. above the porous plates adequately measure the 
local static pressure in the center of the duct, i.e., there were no 
significant lateral or vertical gradients in static pressure in the 
potential core for 0 < K < 1.45 X 10~6 in the region of the 
boundary layer. 

All stagnation pressures were measured with flattened-mouth 
pitot probes, approximately 0.015 in. high by 0.040 in. wide. A 
description of these probes and application of the appropriate 
corrections can be found in references [2 and 11]. The boundary 
layer temperature probe consisted of an iron-constantan themo-
couple with the junction flattened to a height of 0.009 in. Elec
trical continuity was used to establish the location of contact 
between wall and probe. A 1-in-displacement micrometer, 
having a least count of 0.001 in., provided the means of measuring 
vertical displacement. 

A uniform hydrodynamic and energy potential flow core existed 
on all test runs. Tests with a constant temperature hot-wire 
anemometer established a maximum turbulence intensit}r of 1.2 
percent at an entrance free-stream velocity of 44 fps. For the 
tests at entrance velocity of 25 fps, the lowest free-stream 
velocity used, the free-stream turbulence intensity was reduced 
to 0.8 percent with the addition of a special set of flow screens. 

To achieve constant K flow at F = 0, the flexible upper wall 
was bent downward at a constant slope. When uniform blowing 
is present, a constant slope upper wall still provides a reasonably 
constant K flow. 

For a fixed inlet velocity, large values of K are achieved at the 
expense of testing length. Thirty-two inches of test surface was 
exposed to the maximum K achieved in this study (1.45 X 10~6). 
K varied from its initial level (K = 0) to its maximum in about 
1.4 ft, and after acceleration recovered to K = 0 in about 1.0 ft. 

When Ile3I at the start of acceleration was approximately 
equal to the anticipated as}rmptotic Re^, the flow adjusted to its 
asymptotic condition in a relatively small distance. I t was not 
always possible to achieve this condition; the largest percent 
deviations from the asymptotic condition were associated with the 
higher suction runs. 

Wall Heat Flux and Qualification Tests 
The surface heat flux qw" was calculated from an energy balance 

performed on a control volume covering the center 6 in. of porous 
plate. Applying the first law of thermodynamics to the control 
volume yields 

gw" = electric power — losses — m"(ja ,w — ir) (2) 

Description of the various losses can be found in reference [1]. 
To qualify the test rig, a series of energy balance tests were 

performed before and after these tests. These tests are routinely 
conducted every six months to confirm the validity of the thermal 
model. The test procedures are documented in reference [1]. 
The energy balance tests do not utilize mainstream flow; the top 
cover is removed so as to provide one-dimensional flow of trans
pired fluid. Under these conditions gw" = 0 thus enabling the 
individual energy transfer mechanisms in equation (2) to be 
properly evaluated for each plate. Upon completion of these 
tests, it was concluded tha t no significant change in the charac
teristics of the apparatus had occurred during the course of these 
tests. 

Based on the method of Kline and McClintock [10], the calcu
lated uncertainty in Stanton number was ±0.0001 for all but the 
high suction runs (F = - 0 . 0 0 2 and -0 .004) . At these higher 
suction fractions, the St uncertainty interval rose to ±0.0002. 
The uncertainty in enthalpy thickness Reynolds number (calcu
lated from the two-dimensional energy integral equation) 
averaged approximately 2 percent of the reported value for all 
but the higher suction runs. Uncertainties in the acceleration 
parameter K ranged from 8 to 17 percent of the reported values. 
For a discussion of the uncertainties in cf, see references [6 or 11]. 

Roughness and Two-Dimensionality 
The rms roughness of the plate surfaces varied between 50 and 

200 ftin., measured with a -j-mil stylus. Roughness effects on 
Cf/2 and St can probably be discounted if this roughness is small 
compared to the thickness of the effective laminar sublayer. 

Assuming the sublayer for an impermeable fiat-plate flow to 
extend to y + = 5, this represents a physical thickness of 0.0015 in. 
when UeM = 500 and U„ = 125 fps, well beyond the 0.0002-in. 
maximum roughness. All impermeable flat-plate data reported 
here are for conditions which are conservative compared to these 
conditions. 

The effects of surface roughness have not been established for 
blown and sucked layers, but Simpson et al. [2] and others have 
shown that the sublayer thickness decreases with blowing while 
the data reported here show that acceleration tends to thicken 
the sublayer. The most critical conditions, therefore, would be 
those in the recovery region, i.e., with no acceleration, with a 
high blowing fraction, and with a high free-stream velocity. 

Da ta were taken at F = +0.006 and U„ = 75 fps in the re
covery region following a strong acceleration. Even under these 
conditions the value of skin friction was such that the viscous 
sublayer extended at least to y = 0.001 (assuming a critical y+ of 
1.0) which again seems safe. 

Velocity profile and heat transfer data were taken at constant 
free-stream velocities of 42, 86, and 126 fps with no blowing. 
The resulting values of friction factor and Stanton number, and 
the u+, y + profiles agreed with accepted standards for the 42- and 
86-fps data. The friction factor was about 8 percent high for the 
126-fps data, and the u+ — y+ profiles showed a shift to a lower 
value of the constant (to a value of 4.0). All of the tabular data 
reported here are for velocities less than 75 fps and, consequently, 
are felt to be free of roughness effects. 

Two-dimensionality of a boundary layer flow can be estab
lished only by elaborate and precise traversing of the boundary 
layer. This was not done in the present tests, but there is strong 
secondary evidence that the flow was acceptably two-dimen
sional. First, the spanwise variation of momentum thickness, 
across the center 6-in. span, was on the order of 6-8 percent which 
precludes any major crossflows. Second, and most important, 
is the evidence available from energy balance considerations ap
plied to the boundary layer. 

The local enthalpy thickness, A2, was calculated from its defi
nition 

I pu(ia — i,,a)dy 

A2 = ^ L — — (3) 

and from the two-dimensional energy integral equation with con
stant surface temperature 

K + F-d£+J±*£+±*±) (4) 
dx \ U„ dx Pc„ dx / 

The velocity profiles of Julien [11] (also summarized in Julien, 
Kays, and Moffat [6]) taken under identical free-stream and 
blowing fraction operating conditions on the same apparatus, 
and the measured temperature profiles, were used to calculate 
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A2 from equation (3). Experimental St, U„, and F were utilized 
in equation (4) to calculate A2. 

The uncertainty in A2 from equation (3) ranged from 3 to 8 
percent for F > —0.001. Uncertainty in A2 from equation (4) 
ranged from 2 to 6 percent for F > —0.001. I t was concluded 
for F > —0.001 that when A2 from equation (3) was within 8 
percent of A2 calculated from equation (4), the boundary layer 
development along the test surface was sufficiently two-dimen
sional. Excluding the first temperature profile, that being in the 
constant Ua region preceding acceleration, all data for F > 
— 0.001 met this two-dimensionality criterion. 

The uncertainty in A2 from equations (3) and (4) became 
greater than 10 percent for F = —0.002. This large uncertainty 
means that this method is unsatisfactory for checking two-dimen
sionality for those conditions. All zero pressure gradient, flat-
plate skin friction, and heat transfer data corresponding to F = 
— 0.002 agreed with the two-dimensional data of references [1,2]. 

Conclusions regarding two-dimensionality of the flow are as 
follows: 

1 The pressure gradient and recovery section data describe 
the characteristics of a nearly two-dimensional turbulent bound
ary layer. 

2 Prior to acceleration, the experimental Stanton numbers 
obeyed an accepted smooth wall, two-dimensional correlation 
within ± 5 percent. 

Determination of Boundary Layer Integral Descriptors 
Boundary layer enthalpy thicknesses were calculated from 

temperature and velocity profile data as well as from integration 
of the two-dimensional energy integral equation along the plate 
surface. Neither a radiation nor a turbulent fluctuation correc
tion was applied to the indicated probe temperatures. Errors 
induced as a result of "wall effects" were assumed negligible. 
The length of bare thermocouple wire exposed to the flow was 
selected to reduce the conduction loss from the junction. I t 
was assumed that the indicated probe temperature corresponded 
to the y position of the probe's half-height. The uncertainty in 
y position was assumed to be ±0.001 in. Local velocities were 
low enough so as to yield no significant difference between local 
"adiabatic probe" and stagnation temperatures. 

In the wall dominated region of the boundary layer, J"1 
V 

coordinates are appropriate. The l+ and y + variables were 
evaluated using free-stream fluid properties. The Stanton num
ber contained in the definition of l+ was corrected to constant 
properties, employing the assumption that the heat transfer co
efficient varies as the negative 0.4 power of (,rl\v/T„). The skin 
friction coefficient, obtained from reference [11], corresponds to 
approximately the same free-stream conditions. 

The velocity profile data were taken in separate isothermal 
tests, see references [6 or 11], and not during the heat transfer 
tests. An experimental and analytical study was undertaken to 
find the most accurate method of combining isothermal hydrody-
iiamic profile data with temperature profile data from the heat 
transfer case so as to calculate local <S2 and A2 [12]. From this 
study it was concluded that if the free-stream conditions are 
similar for the isothermal and uonisothermal cases, a good ap
proximation to apply in calculating §2 with heat transfer is (u/Um)B 

= {u/Ua,),, where ( ) B and ( )7 subscript notations designate 
heat transfer and isothermal situations respectively. This same 
relationship can also be used in the evaluation of A2. These 
results apply when 0.95 < (T^/Ty,.) < 1.05, and were verified 
by experiments conducted with blowing and favorable pressure 
gradient. For the range of experimental conditions reported in 
this paper, the error in <52 and A2 resulting from this approxima
tion is on the order of 1 percent. 

Local Stanton number was calculated from its definition 
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1 Local heal transfer results for transpiration and acceleration 

As presented in the tables, it has not been corrected for the in
fluence of the 35-40 deg F temperature differences existing be
tween the free stream and the wall surfaces. 

The reported values of R e ^ were calculated by integration of 
the two-dimensional energy integral equation (constant to), 

dRefi 
= St + F (0) 

St = gw 

pa,U„{ia, 
(5) 

starting with an estimate of the enthalpy thickness at the be
ginning of the heated plate. An exception to this procedure is at 
the points where temperature and velocity traverses were made, 
and where equation (3) was used to evaluate A2. Thus an idea 
of the uncertainty in the reported values of Re# can be had by 
comparing the results of two completely independent procedures. 

Experimental Results 
The heat transfer data reported here are taken from the larger 

program reported by Thielbahr [12] covering accelerations at 
K = 0.55, 0.75, and 1.45 X 10"~6. The tabular and graphical 
results presented here should suffice to describe the principal 
effects of acceleration within this range. 

The experimental results for one value of the acceleration 
parameter, K - 1.45 X 10_e, and three values of the blowing 
fraction, F = -0 .002 , 0.0, and +0.0058, are presented in tabular 
form in Tables 1 and 2. The same data are shown graphically 
in Figs. 1-5, but in addition Stanton number data is presented 
in Figs. 1 and 2 for F = +0.004, +0.002, and -0 .004 . 

In Table 1, Stanton numbers are presented for each of the 
three runs considered, as a function of axial position along the 
test plate beginning with plate #3. The Stanton numbers are 
averages over a 4-in. plate, but are presented as local Stanton 
numbers at x distances which are measured from the beginning 
of the first plate to the centerline of the indicated plate. An 
exception to this rule is the case of the positions for which C//2 is 
indicated. These are positions at which temperature and velocity 
profiles have been taken, and the local Stanton number for each 
of these positions has been estimated by interpolating on n 
smooth curve through the data at the plate centerlines. 

For each of the three tabulated runs, there is an approach sec
tion for which K = 0, and the first of the velocity and tempera
ture profiles are taken in this section. Three (and in one case 
four) profiles are taken in the acceleration region, and then three 
(or two) in the recovery region following acceleration. The 
enthalps' thickness Reynolds numbers, ReB, obtained from the 
temperature and velocity profiles are indicated by (*); all other 
values of Re f f are obtained by integration of equation (6). A 
comparison of the values of Re f f obtained by the two methods 
provides an indication of the uncertainty in Reynolds number. 

Note that the momentum thickness Reynolds numbers, Re.if, 
appear to approach a constant value in the accelerated region, as 
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Table 1 Stanton number results and integral parameters 

X, in. 
10 
13 .78 
14 
18 
22 
26 
29 .67 
30 
34 
3 7 . 6 9 
38 
42 
4 5 . 6 4 
46 
4 9 . 6 3 
50 
54 
58 
61 .77 
02 
66 
6 9 . 7 0 
70 
74 
78 
82 
8 5 . 7 8 
86 
90 

to, = 

E/co.fps 
2 5 . 0 
2 4 . 9 
2 4 . 9 
2 5 . 0 
2 5 . 9 
2 7 . 7 
2 9 . 9 
3 0 . 2 
3 3 . 2 
3 6 . 7 
3 6 . 9 
4 1 . 5 
4 6 . B 
4 7 . 5 
5 4 . 9 
5 5 . 7 
6 6 . 0 
6 7 . 8 
6 7 . 7 
6 7 . 7 
6 7 . 8 
6 7 . 8 
6 7 . 8 
6 7 . 8 
6 7 . 7 
6 7 . 7 
6 7 . 7 
6 7 . 7 
6 7 . 7 

R u n N o . 080668-1 
K = 

F = 
1.47 X 1 0 -G nomina l 

- 0 . 0 0 2 ± 0.00003 
66.7 ± 0 . 5 ° F , U 

P = 
K X 10s 

- 0 . 0 3 
0 . 0 0 

- 0 . 0 2 
0 . 3 7 
0 . 9 2 
1.38 
1.41 
1.44 
1.56 
1.42 
1.40 
1.51 
1.53 
1.52 
1.51 
1.48 
0 . 8 0 
0 . 0 0 
0 . 0 1 

- 0 . 0 1 
0 . 0 1 
0 . 0 1 

- 0 . 0 1 
- 0 . 0 1 

0 . 0 0 
0 . 0 0 
0 . 0 0 
0 . 0 0 
0 . 0 2 

= 102.2 ± 0 . 8 ° F 
29.85 in. H g a t exit 

Re / / 
396 
543* 
487 
570 
648 
721 
8 1 1 * 
787 
848 
9 6 3 * 
902 
955 

1056* 
1000 
1073* 
1050 
1080 
1110 
1116* 
1160 
1250 
1293* 
1380 
1520 
1650 
1770 
1675* 
1880 
2000 

Re.i/ 

656 

600 

486 

392 

349 

421 

661 

1130 

c/ /2 

0 .00353 

0 . 0 0 3 4 0 

0 .00330 

0 .00323 

0 .00310 

0 . 0 0 3 1 5 

0 . 0 0 3 3 0 

0 .00290 

S t 
0 .00384 
0 .00369 
0 .00369 
0 . 0 0 3 5 5 
0 . 0 0 3 4 5 
0 .00319 
0 .00304 
0 .00303 
0 .00284 
0 .00271 
0 .00270 
0 .00260 
0 .00246 
0 . 0 0 2 4 5 
0 .00242 
0 .00242 
0 .00222 
0 .00216 
0 .00252 
0 .00251 
0 .00282 
0 . 0 0 3 0 1 
0 .00302 
0 .00292 
0 .00290 
0 . 0 0 2 8 2 
0 .00282 
0 . 0 0 2 8 2 
0 .00281 

Run No. 072968-1 
K = 1.47 X 10 -« nominal 

F = 0.0 

X, in . 
10 
13 .78 
14 
18 
22 
26 
29 .67 
30 
34 
37 .69 
38 
42 
45 .64 
46 
50 
54 
58 
61 .77 
62 
66 
6 9 . 7 0 
70 
74 
78 
82 
8 5 . 7 8 
86 
90 

to, = 

C/co,fps 

2 4 . 8 
2 4 . 7 
2 4 . 7 
2 4 . 9 
2 6 . 0 
2 8 . 0 
3 0 . 3 
3 0 . 5 
3 3 . 7 
3 7 . 2 
3 7 . 5 
4 2 . 2 
4 7 . 8 
4 8 . 4 
5 7 . 0 
6 7 . 8 
6 9 . 6 
6 9 . 6 
6 9 . 6 
6 9 . 6 
6 9 . 7 
6 9 . 7 
6 9 . 8 
6 9 . 8 
7 0 . 0 
7 0 . 1 
7 0 . 1 
7 0 . 1 

66.8 ± 0 
P = 

K X 10» 
- 0 . 1 1 

0 . 0 2 
0 . 0 4 
0 . 4 3 
1.14 
1.47 
1.38 
1.47 
1.51 
1.44 
1.47 
1.47 
1.45 
1.51 
1.49 
0 . 8 0 

- 0 . 0 1 
0 . 0 1 

- 0 . 0 1 
0 . 0 2 
0 . 0 0 
0 . 0 0 
0 . 0 0 
0 . 0 1 
0 . 0 2 
0 . 0 0 
0 . 0 0 
0 . 0 0 

. 5 ° F , 
29.82 in. 

Re// 
525 
727* 
678 
822 
961 

1100 
1243* 
1240 
1380 
1537* 
1530 
1690 
1898* 
1880 
2080 
2320 
2580 
2795* 
2850 
3110 
3280* 
3360 
3610 
3860 
4100 
4266* 
4350 
4590 

U = 109.8 
H g a t exit 

R e j / 

881 

905 

796 

747 

1234 

1793 

2760 

± 0 .6 °F 

c/ /2 

0 . 0 0 2 3 0 

0 . 0 0 2 4 5 

0 .00252 

0 . 0 0 2 4 8 

0 .00222 

0 . 0 0 1 9 1 

0 . 0 0 1 7 5 

S t 
0 . 0 0 3 1 3 
0 .00293 
0 .00292 
0 .00276 
0 .00260 
0 . 0 0 2 3 8 
0 . 0 0 2 2 4 
0 . 0 0 2 2 4 
0 . 0 0 2 1 3 
0 .00206 
0 .00206 
0 . 0 0 2 0 0 
0 .00197 
0 .00197 
0 . 0 0 1 8 8 
0 . 0 0 1 8 2 
0 .00191 
0 . 0 0 1 8 3 
0 . 0 0 1 8 3 
0 . 0 0 1 8 3 
0 . 0 0 1 7 8 
0 .00179 
0 . 0 0 1 7 5 
0 . 0 0 1 7 3 
0 .00169 
0 . 0 0 1 6 9 
0 .00169 
0 .00169 

Run No. 082768-1 
K = 1.45 X lO"6 nominal 
F <= +0.0058 ± 0.00006 

67.6 ± 0.8°F, t„ = 98.8 ± 
P = 30.87 in. Hg at exit 

Reji/ X, in . 
10 
13 .78 
14 
18 
22 
26 
2 9 . 6 7 
30 
34 
37 .69 
38 
42 
45 . 64 
46 
50 
54 
58 
62 
66 
6 9 . 7 0 
70 
74 
78 
82 
8 5 . 7 8 
86 
90 

U en , fpS 
2 5 . 0 
2 5 . 0 
2 5 . 0 
2 5 . 4 
2 6 . 4 
2 8 . 4 
3 0 . 8 
3 0 . 9 
3 4 . 3 
3 8 . 2 
3 8 . 2 
4 3 , 1 
4 9 . 4 
4 9 . 4 
5 8 . 3 
6 9 . 2 
7 1 . 0 
7 1 . 1 
7 1 . 1 
7 1 . 1 
7 1 . 1 
7 1 . 1 
7 1 . 1 
7 1 . 1 
7 1 . 1 
7 1 . 1 
7 1 . 0 

K X 10= 
0 . 0 0 
0 . 0 6 
0 . 1 1 
0 . 4 7 
1.02 
1.34 
1.39 
1.43 
1.52 
1.42 
1.39 
1.42 
1.45 
1.44 
1.42 
0 . 7 3 
0 . 0 0 
0 . 0 0 
0 . 0 0 
0 . 0 0 

- 0 . 0 1 
0 . 0 0 
0 . 0 0 
0 . 0 0 
0 . 0 0 

- 0 . 0 1 

o.oo 

Re/ / 
1050 
1481* 
1420 
1780 
2140 
2530 
2924* 
2950 
3400 
3952* 
3900 
4460 
5152* 
5090 
5820 
6670 
7590 
8520 
9450 

10062* 
10400 
11300 
12200 
13100 
13711* 
14000 
14900 

2019 

2045 0. 

1.3°F 

c//2 

00082 

00102 

00105 

00107 

5538 

9187 

0.00035 

0.00028 

* Eva lua ted from 
from integral energy 

t empera tu re and velocity profiles, 
equat ion. 

St 
0.00122 
0.00104 
0.00103 
0.00088 
0.00083 
0.00093 
0.00074 
0.00074 
0.00073 
0.00071 
0.00071 
0.00067 
0.00063 
0.00063 
0.00062 
0.00047 
0.00044 
0.00049 
0.00038 
0.00033 
0.00033 
0.00031 
0.00032 
0.00028 
0.00031 
0.00031 
0.00029 

All others 

0 . 0 0 4 

0 . 0 0 2 

O.OOI5 

O.OOI 

O.OOOS 

0 . 0 0 0 6 

0 . 0 0 0 5 

0 . 0 0 0 4 
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Fig. 2 Local heat transfer results for transpiration and acceleration 
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Table 2 Temperature profiles 

Run 080668-1 

V, m. 
0.0085 
0.0105 
0.0145 
0.0185 
0.0235 
0.0295 
0.0365 
0.0455 
0.0655 
0.1055 
0.1655 
0.2705 
0.4705 
0.6705 

X 

y+ 

6.42 
7.93 

11.0 
14.0 
17.8 
22.3 
27.6 
34.4 
49.5 
79.7 

125.0 
204.0 
355.0 
507.0 

= 13.78 in. 

t + 

5.97 
6.66 
7.81 
8.73 
9.66 

10.4 
11.1 
11.7 
12.4 
13.3 
14.1 
15.0 
15.8 
16.1 

u/Ua 

0.346 
0.386 
0.473 
0.539 
0.600 
0.646 
0.672 
0.708 
0.749 
0.792 
0.837 
0.903 
0.987 
1.000 

t 
0.372 
0.415 
0.486 
0.544 
0.602 
0.650 
0.693 
0.726 
0.774 
0.828 
0.878 
0.931 
0.984 
1.000 

X 

y, in. 
0.0085 
0.0115 
0.0155 
0.0205 
0.0265 
0.0335 
0.0425 
0.0555 
0.0805 
0.1555 
0.2555 
0.4055 
0.6055 
0.7055 

= 29.67 in. 

v+ 

7.57 
10.2 
13.8 
18.3 
23.6 
29.8 
37.8 
49.4 
71.7 

138.0 
227.0 
361.0 
539.0 
628.0 

i + 

6.36 
7.72 
8.98 

10.4 
11.6 
12.5 
13.4 
14.1 
14.9 
16.2 
17.2 
18.1 
18.9 
19.0 

X 

V, in-
0.0085 
0.0105 
0.0125 
0.0155 
0.0195 
0.0235 
0.0275 
0.0325 
0.0415 
0.0585 
0.0835 
0.1285 
0.2285 
0.3535 
0.5535 
0.7535 

= 37.69 in. 

y+ 

9.14 
11.3 
13.4 
16.7 
21.0 
25.3 
29.6 
34.9 
44.6 
62.9 
89.8 

138.0 
246.0 
380.0 
595.0 
810.0 

t + 

6.90 
7.78 
8.64 
9.84 

11.2 
12.2 
13.1 
13.8 
14.8 
16.0 
16.8 
17.7 
18.9 
19.9 
20.8 
21.0 

X •• 

V> in-
0.0085 
0.0105 
0.0145 
0.0185 
0.0235 
0.0335 
0.0435 
0.0535 
0.0735 
0.1185 
0.1685 
0.2185 
0.3185 
0.4185 
0.5685 
0.6685 

= 45.64 in. 

y+ 

11.6 
14.3 
19.7 
25.2 
32.0 
45.6 
59.2 
72.8 

100.0 
161.0 
229.0 
297.0 
433.0 
569.0 
773.0 
910.0 

t + 

8.12 
9.16 

11.2 
12.7 
14.2 
16.1 
17.2 
18.0 
18.9 
19.9 
20.7 
21.4 
22.3 
22.8 
23.2 
23.3 

x •• 

V, in-
0.0085 
0.0105 
0.0135 
0.0185 
0.0255 
0.0355 
0.0555 
0.0755 
0.1105 
0.1605 
0.2105 
0.2855 
0.3855 
0.4855 
0.5355 

= 69.70 in. 

V + 

16.9 
20.9 
26.8 
36.8 
50.7 
70.6 

110.0 
150.0 
220.0 
319.0 
418.0 
568.0 
766.0 
965.0 

1064.0 

i + 

8.50 
9.39 

10.5 
11.5 
12.4 
13.2 
14.2 
14.9 
15.8 
16.8 
17.5 
18.2 
18.5 
18.6 
18.7 

X 

V, in-
0.0085 
0.0115 
0.0155 
0.0205 
0.0305 
0.0505 
0.0805 
0.1305 
0.1805 
0.2805 
0.3805 
0.4305 
0.5805 

= 85.78 in. 

y+ 

15.8 
21.3 
28.7 
38.0 
56.6 
93.6 

149.0 
242.0 
335.0 
520.0 
705.0 
798.0 

1076.0 

t + 

8.64 
9.86 

11.0 
11.7 
12.5 
13.3 
14.2 
15.1 
16.0 
17.5 
18.4 
18.6 
18.7 

Run 072968-1 

y, in. 
0.0085 
0.0125 
0.0165 
0.0225 
0.0285 
0.0375 
0.0475 
0.0675 
0.0975 
0.1475 
0.2225 
0.3225 
0.4225 
0.5725 
0.7725 
0.S725 

X 

V + 

5.13 
7.54 
9.95 

13.6 
17.2 
22.6 
28.7 
40.7 
58.8 
89.0 

134.0 
195.0 
255.0 
345.0 
466.0 
526.0 

= 13.78 in. 

t + 

4.61 
5.63 
6.49 
7.72 
8.70 
9.63 

10.3 
11.1 
11.9 
12.8 
13.7 
14.6 
15.2 
15.8 
16.0 
16.0 

u/U„ 
0.276 
0.365 
0.433 
0.498 
0.541 
0.593 
0.625 
0.662 
0.704 
0.752 
0.811 
0.876 
0.938 
0.990 
1.000 
1.000 

I 
0.288 
0.352 
0.406 
0.482 
0.543 
0.601 
0.640 
0.694 
0.745 
0.799 
0.856 
0.912 
0.951 
0.986 
0.998 
1.000 

X 

V, in-
0.0085 
0.0115 
0.0155 
0.0195 
0.0255 
0.0325 
0.0435 
0.0635 
0.0985 
0.1485 
0.2235 
0.3235 
0.4235 
0.5735 
0.7735 

= 29.67 in. 

y+ 

6.48 
8.77 

11.8 
14.9 
19.5 
24.8 
33.2 
48.4 
75.1 

113.0 
171.0 
247.0 
323.0 
438.0 
590.0 

t + 
5.65 
6.79 
8.14 
9.31 

10.7 
11.8 
12.9 
14.1 
15.4 
16.5 
17.7 
18.8 
19.7 
20.7 
21.4 

X 

V, in-
0.0085 
0.0125 
0.0165 
0.0215 
0.0285 
0.0385 
0.0535 
0.0835 
0.1335 
0.1835 
0.2585 
0.3585 
0.4585 
0.6586 
0.8585 

= 37.69 in. 

y+ 

8.07 
11.9 
15.7 
20.4 
27.1 
36.6 
50.8 
79.3 

127.0 
174.0 
245.0 
340.0 
435.0 
625.0 
815.0 

t + 

6.82 
8.58 

10.1 
11.5 
12.8 
14.1 
15.2 
16.5 
18.0 
19.1 
20.3 
21.4 
22.4 
23.6 
23.8 

X 

y, in. 
0.0085 
0.0125 
0.0165 
0.0225 
0.0325 
0.0425 
0.0625 
0.0925 
0.1425 
0.1925 
0.2675 
0.3675 
0.4675 
0.6675 
0.7675 

= 45.64 in 

2/ + 

10.3 
15.2 
20.0 
27.3 
39.4 
51.5 
75.8 

112.0 
173.0 
233.0 
324.0 
445.0 
567.0 
809.0 
930.0 

t + 
7.39 
9.26 

10.9 
12.4 
13.8 
14.7 
15.9 
17.3 
18.8 
20.1 
21.6 
22.9 
23.8 
24.7 
24.8 

X 

V, in-
0.0085 
0.0125 
0.0165 
0.0225 
0.0315 
0.0565 
0.1015 
0.1515 
0.2265 
0.3265 
0.4265 
0.5265 
0.6265 
0.7265 

= 69.70 in 

y+ 

13.2 
19.4 
25.6 
35.0 
49.0 
87.8 

158.0 
235.0 
352.0 
507.0 
663.0 
818.0 
973.0 

1129.0 

t + 

7.55 
9.34 

10.3 
11.2 
12.0 
13.3 
14.7 
16.0 
1.7.7 
19.9 
22.0 
23.0 
23.4 
23.5 

X 

y, in-
0.0085 
0.0115 
0.0165 
0.0225 
0.0325 
0.0525 
0.1025 
0.1525 
0.2275 
0.3275 
0.4275 
0.5275 
0.6275 
0.7275 
0.8275 

= 85.78 in. 

v+ 

12.7 
17.2 
24.7 
33.6 
48.6 
78.5 

153.0 
228.0 
340.0 
490.0 
639.0 
789.0 
938.0 

1088.0 
1237.0 

1 + 
7.53 
8.81 

10.1 
11.0 
11.9 
12.9 
14.3 
15.3 
16.6 
18.0 
19.5 
20.9 
22.3 
23.1 
23.4 
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I 

V, in. 
0.0085 
0.0125 
0.0215 
0.0315 
0.0465 
0.0715 
0.1065 
0.1565 
0.2065 
0.2815 
0.3815 
0.4815 
0.6815 
0.8815 
1.0315 

» 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 

X 

v+ 

3.21 
4.71 
8.11 

11.9 
17.5 
27.0 
40.2 
59.0 
77.9 

106.0 
144.0 
182.0 
257.0 
332.0 
389.0 

X 

j , in. 
0095 
0135 
0235 
0385 
0685 
1185 
1685 
2685 
3685 
4685 
6685 
8685 
0685 
1185 

= 13.78 in. 

i + 

3.83 
5.10 
7.72 
9.66 

11.4 
13.2 
14.8 
16.4 
17.8 
19.7 
21.6 
23.4 
26.3 
27.7 
27.9 

= 45.64 in. 

?/ + 

8.08 
11.5 
20.0 
32.8 
58.3 

101.0 
143.0 
228.0 
313.0 
399.0 
569.0 
739.0 
909.0 
951.0 

u/Um 

0.151 
0.229 
0.278 
0.346 
0,381 
0.437 
0.487 
0.536 
0.586 
0.655 
0.741 
0.813 
0.945 
0.994 
1.000 

t + 

6.55 
9.06 

12.3 
15.1 
18.6 
22.5 
25.7 
30.7 
35.4 
39.4 
45.6 
49.6 
51.0 
51.1 

0 
0 
0 
0 
0 

137 
183 
277 
347 
408 

0.473 
0 
0 
0 

530 
589 
639 

0.707 
0 
0 
0 
0 
1 

776 
839 
943 
994 
000 

Table 2 (cont.) 

X 

y, hi. 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0. 
0 
0 
1 
1 
1 

0085 
0125 
0175 
0245 
0335 
0455 
0635 
0885 
1335 
1835 
2585 
4085 
6085 
8085 
0085 
2085 
4085 

Run 082768-1 

X 

V, in. 
0.0085 
0.0125 
0.0225 
0.0325 
0.0425 
0.0625 
0.1075 
0.1575 
0.2325 
0.3325 
0.4325 
0.5825 
0.7825 
0.9825 
1.1825 

= 69.70 in 

y+ 

5.93 
8.72 

12.2 
17.1 
23.4 
31.7 
44.3 
61.7 
93.1 

128.0 
180.0 
285.0 
424.0 
564.0 
703.0 
843.0 
982.0 

= 29.67 in. 

y+ 

4.41 
6.48 

11.7 
16.9 
22.0 
32.4 
55.7 
81.6 

121.0 
172.0 
224.0 
302.0 
406.0 
509.0 
613.0 

t + 
7.34 
9.30 

10.7 
12.2 
13.5 
14.8 
16.2 
17.7 
20.1 
21.9 
24.7 
29.9 
37.8 
46.6 
54.7 
57.8 
58.4 

t 
4 
6 

10 
12 
14 
16 
19 
21 
24 
27 
29 
33 
36 
39 
40 

H-

94 
69 
4 
6 
3 
2 
3 
8 
3 
4 
9 
2 
7 
5 
5 

X 

y, in. 
0.0085 
0.0125 
0.0215 
0.0315 
0.0465 
0.0765 
0.1265 
0.1765 
0.2765 
0.3765 
0.4765 
0.6765 
0.8765 
1.0765 
1.2765 

= 37.69 in 

y+ 

5.54 
8.15 

14.0 
20.5 
30.3 
49.9 
82.5 

115.0 
180.0 
245.0 
311.0 
441.0 
572.0 
702.0 
832.0 

X = 85.78 in. 

y, in. 
0 
0 
0 
0 
0 
0 

0095 
0175 
0325 
0625 
1125 
1625 

0.2375 
0 3375 
0.4875 
0 6875 
0.8875 
1 
1 
1 
1 
1 
2 

0875 
2875 
4875 
6875 
8875 
0875 

2/ + 

5.92 
10.9 
20.3 
39.0 
70.2 

101.0 
148.0 
210.0 
304.0 
429.0 
553.0 
678.0 
803.0 
928.0 

1052.0 
1177.0 
1302.0 

t + 
6.97 

10.0 
12.8 
15.5 
18.5 
20.4 
22.7 
25.5 
28.8 
33.7 
38.5 
43.9 
50.0 
55.8 
58.8 
59.7 
59.8 

t + 
5.97 
7.93 

11.2 
13.5 
15.8 
18.9 
22.1 
24.6 
28.7 
32.2 
35.4 
40.2 
44.1 
45.9 
46.3 

is suggested by equation (1). This is particularly noticed in the 
run for F = +0.0058, where the anticipated asymptotic Reynolds 
number is closely approached just before acceleration starts. 
For the other two runs, the approach Reynolds number con
siderably exceeds the apparent asymptotic value, with the result 
that there is a continuous decrease in Reynolds number during 
acceleration. After acceleration, H.e3[ in all cases increases. 
Note that Re f l continuously increases in all cases before, during, 
and after acceleration. This is consistent with equation (6), 
which unlike the analogous equation (1), does not contain an ex
plicit acceleration term. However, equation (6) does indicate 
the possibility of a constant Re ; / boundary layer when F is 
negative (suction) so that St = —F. An example of this, which 
will occur whether there is acceleration or not, will be shown in 
the figures. 

In Table 2, all of the temperature profiles indicated in Table 1 
are presented in detail. At each position the normal distance y 
is given, along with the nondimensional y + and t+. Additionally, 
at the first station for each run, x = 13.78 in., u/V„ and I are 
given so that those desiring to test theoretical models in thermal 
boundary layer prediction schemes have all of the necessary data 
to start calculations at x = 13.78 in. 

Figs. 1 and 2 show plots of Stanton number as a function of 
Beff for six different values of F, including the three values of F 
given in the tables. The open data points are those for which 
ReH has been evaluated by integration of equation (6); the 
filled-in data points differ only in that Re f f is evaluated from the 
temperature and velocity profiles, and equation (3). The 
dashed lines are the results of Moffat and Kays [1] for transpira
tion with constant free-stream velocity. 

Most of the heat transfer characteristics of the transpired and 
accelerated turbulent boundary layer can be seen in the data in 
these figures. For F = 0, Fig. 1, acceleration causes a decrease, 
in Stanton number below the expected value for constant Um. 
This decrease is caused primarily by an increase in the viscous 
sublayer thickness, as is discussed in reference [5]. Higher 

values of K cause a more pronounced decrease, and if K is suf
ficiently high, the boundary layer will apparently revert to a 
completely laminar one. However, at K = 1.45 X 10~6 there 
is no evidence of "laminarization." 

Following acceleration, there is an abrupt increase in Stanton 
number as the sublayer returns to its zero pressure gradient con
dition, but now the thermal layer is thicker than the momentum 
boundary layer (see comparison of ReH and Rej)f in Table 1), and 
the return to the constant Ua value of Stanton number is not 
complete. The recovery is rather slow, but this is predictable 
from the integral equation, equations (1) and (6). Recovery will 
not be complete until KeM has closely approached its usual rela
tionship to Re f f . 

The results for blowing, F = +0.004 in Fig. 1, and F = +0.002 
and +0.0058 in Fig. 2, do not show a dip in Stanton number with 
acceleration; in fact for F = +0.0058 there is actually an 
increase in Stanton number when acceleration is applied. Blow
ing alone causes a very substantial drop in friction coefficient, 
and in Stanton number, caused primarily by the influence of 
transpiration on the shear stress and heat flux distribution in 
the region near the wall. The effect of blowing can be readily 
seen if the region near the wall is approximated as a Couette 
flow, and the resulting equations for shear stress and heat flux 
are examined. 

T/Vw = 1 + J)„+M+ + P V 

4"Ah i + «* 

(7) 

(8) 

In the center of the boundary layer the shear stress and heat flux 
behavior are relatively independent of what is occurring near the 
wall. However, equations (7) and (8) show that blowing (posi
tive » , + ) causes both the shear stress and-heat flux to be lower at 
the wall than farther ovit in the boundary layer. Physically this 
simply means that at and near the wall the transpired fluid ab
sorbs part of the momentum and thermal energy that would 
otherwise arrive at the wall as shear stress and heat flux. 

Journal of Heat Transfer FEBRUARY 1 9 7 2 / 117 

Downloaded 27 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Blowing also causes a decrease in the viscous sublayer thick
ness, but this is much more than offset by the shear stress and 
heat flux effect. Acceleration causes an opposite effect on shear 
stress distribution from that caused by blowing (note in equation 
(7) that acceleration corresponds to negative P + ) , resulting in an 
increase in friction coefficient (see Table 1 for F = +0.0058). 
There is no directly analogous effect on heat flux distribution, 
see equation (8), but heat flux distribution is indirectly affected 
by the newly established velocity distribution. The result is 
that Stanton number responds as does the friction coefficient, 
although not so markedly, and partly regains what it has lost as 
a result of blowing alone. Acceleration also causes an increase 
in the viscous sublayer thickness, as is the case for no transpira
tion, but this effect is evidently more than offset b}' the shear 
stress effect when the blowing fraction is large. 

Suction alone results in an increase in Stanton number and 
friction coefficient, due again to the influence of transpiration on 
the heat flux and shear stress distribution. In this case, how
ever, acceleration has a very strong effect on Stanton number, 
see Fig. 2 for example, while the effect on cf/2 is slight, see Table 
I. Suction causes a thickening of the viscous sublayer, and ac
celeration further thickens it, instead of opposing, as is the case 
for blowing and acceleration. The substantial decrease in Stanton 
number caused by acceleration of a sucked boundary layer is 
believed to be primarily the viscous sublayer effect. 

I t is interesting to note the limitation imposed by the energy 
integral equation, equation (6), on the suction heat transfer be
havior. If the sucked gas is at plate temperature when it reaches 
the plate surface, the suction limit is reached so that St = —F. 
For the case of F = —0.002 in Fig. 2, the suction limit is almost 
reached in the accelerated region. For the case of F = — 0.00395 
in Fig. 1, the suction limit is actually attained, and the cluster 
of data points around St = 0.004 is an indication of a constant 
value of Be// and St and the random experimental uncertainty. 
I t appears that Re f f is decreasing in the accelerated region, but 
since UeH is determined by integration of equation (6), the error 
in Reff is cumulative. Temperature profiles were not taken for 
this run. I t is apparent that the suction limit for this run would 
have been reached without acceleration at about ReH = 640. 
Acceleration, by decreasing Stanton number, merely hastens the 
attainment of the suction limit. 

The temperature profiles, Figs. 3, 4, and 5, substantially 
corroborate the explanation given above in connection with the 
Stanton number behavior. The various effects are probably seen 
most clearly in Fig. 4 for F = 0.0. In the inner region, y + < 100, 
the t+, y + behavior is virtually identical both before and after 
acceleration. During acceleration the inner region data is again 
virtually identical out to y + = 30 or 40, but t+ in this region is 
very substantially higher than for no acceleration. This, along 
with the same behavior in u+, y+ plots, can be discussed in terms 
of a thicker sublayer during acceleration. I t can also be seen on 
this plot that the behavior in the recovery region following ac
celeration is almost entirely an outer region effect, the inner 
region having quickly recovered. 

In the strongly blown run, Fig. 5, similar viscous sublayer 
effects are present, but they make a relatively smaller contribu
tion to overall behavior. Quite the reverse is true for suction, 
Fig. 3. , 

Summary and Conclusions 
In this paper experimental data have been presented for heat 

transfer to turbulent boundary layers subjected to transpiration 
and moderately strong accelerations, and in which the accelera
tion parameter K has been maintained approximately constant at 
a value of 1.45 X 10~6. Various constant transpiration fractions 
from —0.004 to +0.0058 have been considered. All data were 
obtained with a uniform surface temperature in the flow direction. 
Sufficient documentation has been provided to establish the 

precision of the data, and to allow meaningful comparisons with 
boundary layer prediction techniques. 

I t has been shown that acceleration can be interpreted as 
causing an increase in the viscous sublayer thickness, which has 
a very substantial influence on heat transfer behavior for suction, 
a moderate effect for no transpiration, and very little effect for 
strong blowing. The boundary layers remained turbulent in 
character for the acceleration considered, K = 1.45 X 10~6. 

For suction, and for no blowing, acceleration causes a decrease 
in Stanton number below the value which would obtain at the 
same enthalpy thickness Reynolds number without acceleration. 
With blowing, however, this decrease is not noted, and in fact 
acceleration of a highly blown boundary layer will actually cause 
an increase in Stanton number. A qualitative explanation for 
this behavior is presented. 

In the region following an acceleration, the inner region (i.e., 
the viscous sublayer) recovers rapidly to its equilibrium con
ditions for no pressure gradient, but the outer region recovers 
rather slowly, apparently because during acceleration the thermal 
boundary layer has grown substantially relative to the momentum 
boundary layer. 
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Partially Ionized Gas Flow and Heat Transfer 
in the Separation, Reattachment, and 
Redevelopment Regions Downstream of an 
Abrupt Circular Channel Expansion1 

Heat transfer and pressure measurements obtained in the separation, reattachment, 
and redevelopment regions along a tube and nozzle located downstream of an abrupt 
channel expansion are presented for a very high enthalpy flow of argon. The ioniza
tion energy fraction extended up to 0.6 at the tube inlet just downstream of the arc 
heater. Reattachment resulted from the growth of an instability in the vortex sheet-like 
shear layer between the central jet that discharged into the tube and the reverse flow along 
the wall at the lower Reynolds numbers, as indicated by water flow visualization studies 
which were found to dynamically model the high-temperature gas flow. A reasonably 
good prediction of the heat transfer in the reattachment region where the highest heat 
transfer occurred and in the redevelopment region downstream can be made by using 
existing laminar boundary layer theory for a partially ionized gas. In the experiments 
as much as 90 percent of the inlet energy was lost by heat transfer to the tube and the 
nozzle wall. 

H, 
I Introduction 

EAT TRANSFER measurements in internal subsonic 
flows where changes in cross-sectional area cause separation have 
usually been made at moderate temperatures and pressures and at 
Reynolds numbers that are high enough so that the flow is 
turbulent. Examples of experimental results for essentially 
constant-property turbulent flows appear in [1-9],2 and for vari
able-property turbulent flows in [10]. High-temperature gas 
flows, however, such as those heated by means of an arc heater, 
are often laminar because of the correspondingly lower Reynolds 
numbers. Separation and reattachment of such flows have not 
been investigated to any great extent. The results of the present 

| investigation are a contribution to the understanding of high-
\ temperature flows of this type. 

1 This paper presents the results of one phase of research carried 
out in the Propulsion Research and Advanced Concepts Section at 
the Jet Propulsion Laboratory, California Institute of Technology, 
under Contract No. NAS7-100, sponsored by the National Aero
nautics and Space Administration. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division February 24, 1971. Paper 
No. 71-HT-DD. 

A 
-SEGMENTED TUBE 

srt ^ 
L VARIABLE 

I G A S INJECTION 

DIMENSIONS IN INCHES 

Fig. 1 Test apparatus 

Local heat transfer and wall pressure measurements were ob
tained along a tube and a convergent-divergent nozzle located 
downstream of an arc heater (Fig. 1). The fluid consisted of 
argon which was heated by means of an electrical discharge. 
An abrupt increase in diameter from 0.75 in. to 1.95 in. existed 
between the arc heater and the tube to confine the arc attach
ment. The step increase in flow cross-sectional area caused the 
flow to separate in the entrance region of the tube. The flow 
reattached along the tube and subsequent redevelopment oc
curred downstream. Two lengths of tube were used, the longer 
one was 9.7 diameters long and the shorter one was 3.1 diameters 
long. The nozzle, which was operated in the choked condition, 
had a comparatively large contraction area ratio which provided 
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good prediction of the heat transfer in the reattachment region where the highest heat 
transfer occurred and in the redevelopment region downstream can be made by 'Usillg 
existing laminar boundary layer theory for if partially ionized gas. In the experiments 
as much as 90 percent of the iule! energ'Y was lost by heat transfer to the tube and lite 
nozzle wall. 

Introduction 
HEAT TRANSFER measurements in internal subsonic 

Rows where changes in cross-sectional area cause separation have 
ul3llnlly been made at moderate temperatures and pressmes and at 
Reynolds numbers that are high enough so that the flow is 
turbulent. Examples of experimental results for essentially 
constant-property turbulent flows appear in [1-9], 2 and for vari
able-property turbulent flows in [10]. High-temperature gas 
Ruws, however, such as those heated by means of an arc heater, 
are often laminar because of the correspondingly lower Heynolds 
Ilumbers. Separation and reattachment of slIch flows have not 
been investigated to any great extent. The results of the present 
investigation are a contribution to the understanding of high
temperature flows of this type. 

1 This paper presents the results of one phase of research carried 
out in the Propulsion Research and Advanced Concepts Section at 
t.he Jet Propulsion Laboratory, California Institute of Technology, 
under Contract No. NAS7-100, sponsored by the National Aero
n1tutics and Space Administration. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication (with

out presentation) in the JOURNAL OF HEAT TRANSFER. Manuscript 
received by the Heat Transfer Division February 24, 1971. Paper 
No. 71-HT-DD. 
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Fig. I Test apparatus 

Local heat tmnsfer and wall pressure meaSlll'emellts were ob
tained along a tube and a convergent-divergent nozzle located 
downstream of an arc heater (Fig. 1). The fluid consisted of 
argon which was heated by means of an electrical discharge. 
An abrupt increase in diameter from 0.75 in. to 1.95 ill. exist.ed 
between the arc heater and the tube to confine Lhe arc attach
ment. The step increase in flow cross-sectional area ca\lsed the 
flow to separate in the entrance region of the tube. The flow 
reattached along the tube and subsequent redevelopment oc
curred downstream. Two lengths of tube were used, the longer 
one was 9.7 diameters long and the shorter one was 3.1 diameters 
long. The nozzle, which was operated in the choked condition, 
had a comparatively large contraction area ratio which provided 
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low-speed flow through the tube, the .Mach number being 0.11 in 
the tube inlet region. Data were obtained with both radial and 
tangential injection of the flow upstream of the arc heater. The 
swirling flow was introduced to help stabilize the arc discharge. 

At the tube inlet average enthalpies ranged from 2400 to 7900 
Btu/lb, average temperatures from 16,600 to 21,600 deg R 
(9,200 to 12,000 deg K), and static pressures from 1..5 to 4.3 
psia. Because of the relatively high temperatures there was a 
signific[tnt amount of ionization at the tube inlet, the ionization 
energy fraction extended up to [tbout 0.6. The Reynolds number 
based on the tube diameter and the viscosity at the tube inlet 
ranged from 210 to 450. 

There have been other heat transfer measurements made in 
plasma flows through channels [11-13] but only the measure
ments by Johnson, Choksi, and Eubank [12] are directly related 
to the measurements herein since they were also obtained down
stream of an abrupt increase in channel cross-sectional area. 
The measurements by Johnson et al. were obtained with helium, 
argon, and nitrogen at temperatures up to 12,600 deg R; how
ever, there were only five coolant passages along the tube that 
was 6 diameters long so that the separated and reattachment re
gions could not be resolved from the heat transfer measurements. 

In the present investigation it was possible to obtain informa
tion Oll the flow phenomena that are believed to occur in the hot
gas experiments by visual observations in a hlCite half-scale 
model through which water flowed and dye was injected to 
reveal flow patterns. In the Reynolds number range of the hot
gas experiments, the location of reattachment in the model studies 
was found to depend strongly on the growth of an instability in 
the vortex sheet-like shear layer between the central jet that 
disclmrged into the tube and the outer slower-moving reverse 
flow along the tube wall. This observation has an important 
bearing on the determination of heat transfer in separated flow 
regions since it is in the reattachment region where the heat 
trm18fer is a maximum. This in turn establishes the kind of heat 
transfer distribution along the rest of the tube, i.e., downstream 
of reattachment in the redevelopment region and upstream in 
the separated flow region. 

II Test Apparatus and Instrumentation 
A diagram of the test apparatus is shown in Fig. 1. Argon at 

approximately ambient temperature was introduced either 
radially or tangentially through four 0.25-in-dia holes into an 
upstream chamber. The gas flowed through the arc heater, 
acquiring energy from the arc discharge, and then into· the 
larger-diameter tube. The step height at the tube inlet is 0.6 in., 
and the ratio of diameters between the tube and the anode is 
2.6. The tube consisted of segments so that its length could be 

changed. From the tube the gas flowed through a supersonic 
nozzle and discharged into a vacuum system where it was cooled 
to approximately 200 deg F by flowing through a coiled-tube 
heat exchanger. Only the test section of interest in this investi
gation is shown in Fig. 1. The test section was fabricated from 
stainless steel. 

The entire test section through which the hot gas flowed, i.e., 
the arc heater, the tube, and the nozzle, was cooled externally. 
The circumferential coolant passages ranged in axial ~idth from 
about 0.3 in. to 1.0 in., there being 26 passages in the larger tube. 
Each cooIrtnt. passage was instrllmented with a rotameter and 
three pairs of series-connected thermocouple junctions formed by 
resistance-welding the ends of chromel and constantan wires. 
The longitudinal distribution of heat flux was then determined 
from the coolant w[tter flow rates, w[tter tempemture rises, and 
surface areas of the coolant passages. The gas side wall tem
peratures which are virtually negligible compared to the very 
high gas temperatures were calcuIrtted by using the average 
coolant water temperature, a calculated water side heat tmnsfer 
coefficient, and t.he measured heat flux in conjunction wi th the 
heat conduction equation for the wall. The longitudinal dis
tribution of the average enthalpy of the gas was determined by 
an energy balance between the applied electrical power and the 
total heat transferred to the cooled sectiolls up to each measuring 
station. The total gas flow rate needed to perform these calcula
tions was obtained from readings of [t rotameter located in the 
gas feedline. Applied electrical power was computed from volt
age and current measurements. The ratio of the total heat 
transferred to the individual coolant passages along t.he entire 
test section to applied power was near 1.0 for all tests, thus estab
lishing confidence in the measurements. 

There were 35 wall pressure taps spaced along the longer 
cooled tube. These taps were connected to manometers th[tt 
contained silicone oil (specific gravity 0.93). These readings 
were accurate to pressure differences of approximately 0.001 psi. 

The half-scale !tlCite model of the upstream chamber, simulated 
arc heat.er, tube, and nozzle used in the water flow studies were 
instrumented with small holes through which light-absorbent 
dye (specific gravity near 1) could be metered. Water flow rates 
were measured with a calibrated rotameter and water tempera
ture was measured by insertion of a thermometer in Lhe w[tter 
discharge. 

III Flow and Transport Property Evaluation 
Conditions at which the hot-gas experiments were conducted 

are tabulated in Table 1. From the measured mass flow rate 
and wall static pressure, and the average total enthalpy ill the 
flow obtained from an energy balance, it was possible to calculate 

----Nomenclature---....... ....-...... -----........ -----...... -----...................... ---

H 
H, 

I 
Ie 

L 
Le 
rh 

P 
PI' 

channel cross-sectional area 
pressure coefficient 
specific heat, ~R(l + a) 
channel diameter 
ambipolar diffusion coefficient 
function defined in equation (1) 
heat transfer parameter, values 

given in [48] 
static enthalpy 
total enthalpy 
first ionization potential 
thermal conductivity (transla-

tional value) 
tube length 
Lewis number, pDumcp/lc 
mass flow rate 
pressure 
Prandtl number, fJ.cp /1c 
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q wall heat flux: q" convective; 
q" radiative; qA, atomic 

Q nondimensional heat flux or Nus-
selt number 

1· channel radius 
R gas constant 

Ren Reynolds number, 1hD/AfJ. 
8 step height 

T temperature 
1< axial velocity 
v swirl velocity 

Y velocity in the separation region 
x = length along surface 
z = axial distance 
a ionization fraction 
fJ. viscosity 
jJ = kinematic viscosity 
p density 

Subscripts 

a = condition upstream of step at [trc 
heater 

A atomic or non-ionized gas value 

b base flow condition 

e condition at free stream of bound-
ary layer 

i tube inlet condition 

0 reservoir condition 

R reattachment 

stagnation condition 

w wall condition 

Superscript 

j = 0, 1 for plane and axisymmetric 
flow 
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Fig. 2 Measurements along the tube and nozzle with radial injedion; 
tesI74·H, long tube LID = 9.7 

olher average quantities across the flow from the following rela
tions for partially ionized argon in equilibrium. 

mass flow rate: 
equntion of state: 

total enthalpy: 

enthalpy: 
Bahn equation: 

ex' 
1 - ex' 

1h puA 
p (1 + ex)pRT 

H, 
((' 

H+-
2 

H ~B(1 + ex)T + exI 

3710 329,000 

2.23 X 10-6 (4 + 2E---r)T5hE--~ 
p 

where p is in psia and Tin deg R. See [14, Appendix A] for the 
form of the enthalpy relation and the Saha equation: For argon 
the first ionization potential I is 16,400 Btu/lb. The quantities 
T, ex, H, 1l, and p were calculated from the preceding five relations. 

A more detailed description of internal flow quantities and 
their variations across the tube in the separated flow region 
downs! retl,m of the step (inlet of the tube) where conditions are 
denoted by i was not possible because of the nature of the flow 
investigat.ed. Important in this regard is that arc heating prob
ably [\180 occurred in the inlet section of the tube because of the 
interaction of the flow with the arc discharge, and also that the 
gas mny not have been in equilibrium just downstream of the arc 
discharge. These effecl~, however, are expected to be confined 
to a reIn lively short, region downstream of the inlet. For the 
moderately high pressures at which measurements were made, 
electron number densities were on the order of 1016 cm -3 in the 
inlet. flllw. 

Transport properties, needed to calculate the Reynolds number 
and the Prandtl and Lewis numbers related to subsequent heat 
transfer predictions, were evaluated from the equilibrium calcu
lations of de Voto [15, 161. These transport property calcula
tions, obtained from Chapman-Enskog theory, do follow the 
trends indicated by measurements that have been marie foJr 
argon [17-24] at temperatures (up to 25,000 deg R) where 
ionization is significant, and also agree fairly well in magnitude 
with the measurements. In partially ionized gases the thermal 
conductivity (translational value) exceeds the atomic value A:A 
because of the contribution of the electrons; also, the viscosity 
is less than the [Itomic value MA apparently because of the larger 
ion-atom collision cross sections than for atom-atom collisions, 
e.g., see [14, Appendix C1. Table 1 contains the predicted 
values of k and J.i- relative to the atomic (non-ionized) values along 
with the Prandtl number which is COlTespondingly less tlw.n the 
atomic value of 2/3. The atomic values of k A and MA were ob
tained from the calculations of Amdur and :Mason [25] which 
are approximated closely by a 3 I,-power dependence on tempera
ture. For the thermal conductivity kA' the 3/,-power dependence 
was supported earlier by end wall heat transfer meaSllrements ill 
a shock tube for atomic argon up to extremely high temperatures 
of 13:),000 deg R before the ionization relaxation time [26] and 
by more recent mellsurements [27-29]. Other measurements 
[30-33], however, hnve indicated a weaker power dependence 
of 0.65 to 0.70, Ultrasonic. ab>lorption measurements [34] up to 
tempemtnres of 1;'i,OOO deg R were found to be in agreement 
with Amdur ancilHason's values for the atomic viscosity /-LA-

IV Hot Gas Results 
The experimental results obtained with radial and tangential 

injection of the gas upstream of the are heater (Table 1) are 
described in this section and estimates of the heat transfer that 
were made and are shown in the figures are disenssed lnl'er in 
Section V. 

Longitudinal distributions of press me, heat flux, and totnl 
enthalpy are shown in Figs. 2-;j for radial injection upstream. 
The figure sequence corresponds to increasing values of the inlet 
total enthalpy and therefore, usually, decreasing vnllles of the 
Heynolds number. In general, the heat flux to the wall rises 
ill the inlet region of the tube, reaches it maximum, and then cle
Cl'eases farther downstream in a similar mllnner to that observed 
in low-temperature investigations of abrupt channel expansions. 
The maximum heat flux occurs in the compression region where 
the shear layer between the central jet that discharges into the 
tube and the reverse flow along the wall impinges on the wnll. 
Downstream of reattachment the heat flux decreases because 
of subsequent flow development, a situation that is also found 
upstream as the reverse flow develops along the wall. 

A distinctive feature of the results shown in Figs. 2-;j is the 
reattachment location. At the highest Heynolds number (Fig. 
2) re[lttachment occurs a short distance downstream of the tube 
inlet (about 4 step heights, i.e., zRIs). As the Reynolds number 
decreases (Figs, 3-5) reattachment occurs farther downstrenm as 

seen more clearly in Fig. 6, but in a way opposite to that expected 
if the shear layer between the centrai jet and reverse flow along 

Table I Experimental conditions 

L H" Pt. 1h T" {){,1 ki J1.i !L ZR 

Injeclion 15 Test Btu/lb psin lb/sec cleg R ll'i H" ReDi Pri kA f.'A qA S 

nadial 9,7 74-H 2370 4,02 0.0103 16,600 0.016 0,11 450 0.32 1.9 0.89 1.10 4,2 
75-H 4280 2.11 0,00480 19,100 0.10 0,39 250 0.22 2.3 0.69 0.89 8.3 
72-H 5220 1.60 0,00344 19,600 0.15 0.46 210 0.18 2,4 0 . .56 0.80 12,5 
73-H 5610 1.83 0.00389 20,000 0.17 0.48 260 0,17 2 r, 0,.55 0,81 10,8 .J 

1'angential 9,7 69-H 2610 4,27 0,00952 17,300 0,025 0,16 420 0.30 2.0 0.88 1.09 5.0 
70-H 5140 2.52 0.00542 20,000 0.14 0.4;j 330 0,18 2.5 0.60 0.85 8.3 
7l-H 7910 1.46 0.00307 20,900 0.28 0.58 290 0.13 2.6 0.39 0,67 l;j .8 

Tangential 3.1 78-H 3230 3.62 0.00725 18,400 0.051 0.26 350 0.24 2.3 0.78 1.03 4.6 
81-H 5620 2.96 0.00488 20,500 0.16 0.47 340 0.14 2,7 0.50 0,81 6,3 
84-H 7820 2.69 0.00430 21,600 0.27 0,56 390 0.11 2.8 0,37 0,69 7.9 
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Fig. 3 Measurements along the tube and nozzle with radial injection; 
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Fig. 4 Measurements along the tube and nozzle with radial injection; 
test 72-H, long tube LID = 9.7 

the wall grew by difIusion of momen tum. For example, for 
constant-property laminar mixing of a stream which has a uni
form velocity 1/a, with a fluid at rest, the velocity profiles depend 
Ilpon a similarit.y variable and thus the half-width of the shear 
layer b is given by 

IJ.. ~ !u.z = c 
z l /J 

where c = const This relation can be used to estimate the de
pendence of reattachment location on Reynolds number by taking 
/) equal to the step height 8 at the reattachment point z = ZR to 
give 

~ = ~ (1<a8) = ~ (.!..) (llaD
) 

S C' /J c2 D /J 

Whereas simple mixing theory indicates a linear variation of re-
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Fig. 6 Reattachment location: hot gas and water flow measurements, 
long tube LID = 9.7 (the average curves represent the hot-gas flow data) 

attachment location with ReyJlolds number, the experimental 
data indicate all opposit.e trend. This behavior is believed to 
be associated with all instability in the vortex sheet-like shear 
layer which grows in alllplitude more rapidly as the inertia forces 
become larger compared to the viscous forces, i.e., as the Reyn
olds number is increased. Therefore reattachment occurs 
nearer the step. In Section VI this phenomenon is discussed 
in connection with the flow visualization studies. 

When reattachment occurs farther downstream ill the tube 
as it does at the lower HeYllolds number (Figs. 2-:5), the region 
along which the pressure rises increases in length and therefore 
the reattachment compression process takes place over a greater 
portion of the tube. The pressure increases linearly in this re
gion. The ovemll pressure rise from the pressure at the base of 
the step to the recovery pressure in the tube dowlls(,ream is 
shown in Fig. 7 ill terms of l, pressure coefficient. This pressure 
coefficient is defined in terms of the dynamic pressure JPau.' 
upstream of the step at the arc heater outlet. 

C _ Pmax - Pb 
Pmax - 1 2 

2Pa1la 

When the flow reattaches Ilcar the step (about 4 to 5 step heights 
downstream) the value of C"max is about 0.05. However, the 
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Fig. 8 Reattachment heat transfer correlation 

pressure coefficient becomes substantially larger when reattach
mellt occurs farther downstream and this is believed to be related 
to the rather large transverse undulations in the shear layer that 
devel<>p along the tube as the instability grows in amplitude 
(Sel't.ioll VI). Apparently this enhanced lateral momentum 
tmnspOl't leads to larger time-averaged recovery pressures. Of 
note i~ that the pressure coefficients shown in Fig. 7 are l'elatively 
low compared to those based on a more appropriate dynamie 
preSS11l'e descriptive of the reattaching flow, tPeu; 

Measurements in both laminar [35] and turbnlent [36, 37] sepa
rated flows have indicated a value of Cpmax of l.bout 0.34, which is 
ahD in gDod agreement with that calculated by taking the re
covery pressure equal to the stagnation pressure along the 
dividing streamline of a low-speed flow (Chapman-Korst cri
terion, e.g., see [38]). In the representation herein values of 
Cpmax are expected to lie below Cpmax because of the lower ve
loci (ies 11, in the reattachment region relative to those upstream 
of the step ?la, i.e., 

The shape of the heat flux distribution in the reattachment 
region is seen in Figs. 2-.5 to become relatively flat when re
iltlaehment occurs farther dowllstream in the tube. The re
nt.Lachment location shown as It vertical line was taken to coin
cide with the peak heat flux. This peak heat flux is shown in 
Fig. Sin non dimensional form (Nllsselt number). The Nusselt 
number increases with Reynolds number as one would expect, 
but the increase of the Nusselt number with Reynolds number is 
greater than that found in most laminar flows where the increase 
i~ less than linear. 
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Fig. 9 Measurements along the tube and nozzle with tangential injec
tion; long tube L/O = 9.7 

There is au appreciable Joss of energy from the flow as indi
cated by the fractioll of the total enthalpy remaining in the flow 
relative to the value at the tube inlet as seen in Figs. 2-5. When 
reattachment occurs farther along the tube, the energy loss 
along the entire tube is 80 percent of the inlet energy since the 
total enthalpy fraction is 0.2 at the end of the tube. Clearly, 
the largest energy loss occurs in the tube. Even though the heat 
flux does increase along the convergent section of the nozzle, 
the surface area there is smaller and consequently less energy i,; 
lost in the nozzle than in an equivalent length of tube upstream 
of the nozzle. The peak heat flux in the nozzle is found up
stream of the throat. The heat flux then decreases along the 
divergent section of the nozzle so that the overall variation of the 
heat flux along the nozzle is similar to that found for turbulent 
boundary layer flows (e.g., [39-41]) and laminar boundary 
layer flows, but at higher Heynolds numbers [42]. However, 
the reh,tive inerease in the heat flux is less along the convergent 
section for a laminar than for a turbulent flow primarily because 
of the weaker dependence of the heat fiux on mass flux, i.e., 
qa(p,ue )", where n = O .• ~ for a laminar boundary layer and 
n = O.7ii or 0.80 for a tmbnlent boundary layer. This difference 
in behavior between laminar and turbulent boundary layers is 
vividly illustrated in [40,41] which contltin heat transfer mea
surements in n. turbulent flow where laminarizlttioll occurred 
along the eonvergent section because of flow acceleration. C01\
sequently, the heat flux increased less along the cOllvergent 
section when the boundary layer became laminar-like neal' the 
wall than when the boundary layer remained turbulent. Dis
cussion of heat t.ransfer in the nozzle for a situation where the 
entering How and thermal distributions were known and t.he 
ionization energy waH negligible appears in [43]. 

Since the heat flux is highest in the reattachment region in the 
tube, an important aspect of these relatively low ReYllolds nUlll
bel' separated flows is the location of reattachment and a method 
by which the reattachment heat flux can be estimated. In
formation rein ted to the reattachment location is described in 
Sectioll VI and an esHmate of the reattachment heat flux is made 
in Section V. 
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Fig. 10 Measurements along the tube and noule with tangential injec
tion; sh'orttube L/o = 3.1 

Results obtained with tangential injection upstream of the 
tube are shown in Fig. 9 for a tube the same length as was used 
for the radial injection results, Le., L/D = 9.7. An important 
parameter for flows with a tangential velOcity component (swirl) 
is the magnitude of the swirl velocity, v, relative to the axial 
velocity, 1.. The ratio V/1i could be estimated since the anode 
of the arc heater melted during one of the relatively high-clJl'rent 
and high-pressure tests leaving a deposit of copper particles in a 
helical pattern around the tube. The swirl velocity was found 
to be smaller than the axial velocity, the ratio v/u being about 
0.5. This ratio also agreed in relative magnitude with that 
calculated from the known tangential injection velocity at the 
chamber upstream of the arc heater and assuming that VI' = 
const., thereby ignoring tangential momentum losses between 
the injection chamber and the tube, to calculate the swirl ve
locity in the tube. Thus th'e tangential velocity could be esti
mated for the other tests at lower pressures for which the ratio 
v/lf, was found to be less than 0 .. 5. 

With tangential injection the heat flux becomes more peaked 
at reattachment and the pressure rises more steeply in the re
attachment region than with radial injection. The reattach
ment location moves downstream with decreasing Reynolds 
number as before, as can be seen in Fig. 6. At a given Reynolds 
number reattachment occurs farther downstream than with 
radial i~jection. The overall pressure rise in the reattachment 
region is also greater with tangential injection (Fig. 7). Of note 
in this respect is the pressure plateau before the final compression 
that is evident in Fig. 9 for the lowest Reynolds number test. 

Whereas the shape of the peak heat flux in the reattachment 
region is changed, the magnitude is virtually the same as found 
with radial injection (Fig. 8). This correspondence in peak 
heating for radial and tangential injection is believed to be 
associated with the negligible influence of swirl on heat transfer 
when the swirl velocity is of about the same magnitude as the 
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axial velocity. This was indicated by the laminar boundary 
layer predictions in [44] when applied to swirling flow through 
a conical convergent nozzle where the heat transfer was found 
not to be influenced at all for equal swirl and axial velocit.ies at 
the nozzle inlet. As observed before, the energy Joss from the 
flow is greatest when the flow reattaches farther downstream and 
the higher heat flux in the reattachment region appears to estab. 
lish a higher overall level for the tube, i.e., the total enthalpy 
remaining in the flow at the end of the tube is least for the highest 
inlet enthalpy test. The heat flux distribution in the nozzle is 
similar to that found with radial injection and this is consistent 
with that expected because of the relatively small amount of Swirl 
in the flow. 

Results were also obtained with tangential injectioll, but with 
a shorter tube so that L/D = 3.1. These results shown in Fig. 
10 are generally similar to those observed with the longer tUbe. 
However, when reattachment occurs near the end of the tube, 
the heat flux decreases along the redevelopment region in the 
convergent section of the nozzle rather than increase as it does 
when reattachment occurs farther upstream. Correspondingly, 
the local maximum heat flux in the nozzle just upstream of the 
throat is not as much below the value at reattachment. Because 
of the shorter tube, the energy 10.os ill the flow is Jess, e.g., the 
total enthalpy ratio is 0.45 at the end of the tube. Even though 
the reattachment heat fluxes are higher than with the longer tube, 
the non dimensional heat fluxes (Fig. 8) are about the same. 

V Heat Transfer Estimates 
Having observed the thermal nature of the flow, attention is 

now directed toward making predictions of the wall heat flux, 
which in general is comprised of contributions from radiation, 
conduction, and diffusive energy transfer associated with pm· 
tiaIly ionized argon. Emphasis will be placed on the reattach
ment and redevelopment regions, and in particular the reattach
ment region which is the location of the peak heat flux. 

An estimate of the radiation contribution to the wall heat flux 
was made in the inlet portion of the tube by calculating t.ho 
radiation radially from the volume of gas contained in the circular 
jet that discharges into the tube. The volume radiation was 
estimated based on the measurements of Evans and Tankin 
[4.'i] with argon that were made at pressures of '/2, 1, illld 2 atm 
and which at 1 atm agree well with the earlier measurements 
by Yos [17] and more recent measurements by Abu-Romia and 
Blair [46]. Other measurements by Emmons [20] ane! Krey 
and .Morris [47] are somewhat higher. Evans and Tallkin's 
measurements were extrapJlated to the lower preSSlll'eS of this 
investigation. In making the radiation estimate the sUl'l'ound
ing cooler gas that flows in the reverse direction along th~ tUb.e 
wall was taken to be nonabsorbing, and all of the incident lr['[lcli
ation of the tube wall was assumed to be absorbed; in addition, 
mdiation from the arc heater was not taken into account. The 
estimated radiative heat flux q,. that is shown in Figs. 2-.5, Il, and 
10 is seen to be rather small compared to the measUl'ed wall heat 
flux. The magnitude of the contribution, which is shown only 
in the inlet region, would also diminish along the tube as the gas 
cools. Clearly, the heat transfer in the tube is convection (con
duction and diffusion) dominated and this observation is com
patible with the distribution of the heat flux in the separate?, 
reattachment, and redevelopment regions which is similar J~ 
shape to that which has been found in low-tempemtlll'e investJ-
giltions. . 

To calculate the convective heat flux the following lammar 

boundary layer prediction was used for a partially ionized mon
atomic gas 

( 
_)1/2 q, P.u.X = F 

(HIO - Hw)p.u. M. 
(1) 

where 
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This relationship was found in [48J to be a good approximation of 
the calculations by Finson and Kemp [49J. Two conditions 
were considered: (1) Ambipolar diffusion by ion-electron pairs 
was assumed to be larger than the net ion production rate 
(frozen flow), and (2) local equilibrium existed. Transport 
properties were evaluated in [48J by using the Fay mixture 
rule [50, 14J which yields values in fail' agreement with the more 
e)[uct calculations of de Voto [15J over the temperature range of 
this investigation. Even though equilibration between the elec
tron and heavy-particle temperatures, as assumed in the calcula
tions, probably does not persist through the shear layer adjacent 
to the highly cooled wall because of the relatively small collisional 
etlergy loss by the lighter, more-mobile electrons to the heavier 
parlieles, inclusion of non-equilibrium effects has been found to 
change the predicted heat transfer by only a small amount 
(Camac and Kemp [51J). This is primarily because the elec
trons contribute little to the heat flux unless there is current 
flow to the surface such as at electrodes, e.g., [52, 53J. In the 
mleulations a value of 0.2 was used for the Lewis number, Le. 
This relatively low value results from higher thermal conductivi
ties and lower ambipolar diffusion coefficients for partially ion
ized argon than for non-ionized argon, e.g,., see [48J. Because 
the Lewis number is less than unity, the contribution of the 
diffusive energy flux is less than the conductive heat flux and 
their sum (the total convective heat flux) would be less than that 
for a non-ionized gas if it were not for the lower Prandtl numbers 
associated with an ionized gas. The net effect is that values of 
the function F for an ionized gas exceed those for a non-ionized 
gas, and for the measurements herein the predicted percentage 
increase in F amounts to 7 to 16 percent, which is not large. 
The value of F for a non-ionized gas flow over a highly cooled 
wall with no external flow variation is 0.48, from the recent exact 
calculations in [54], and is very close to the value of 0.47 ob
tained from the approximate relation, equation (1). 

Predicted values of the convective heat flux qc from equation 
(1) are shown in Figs. 2-5, 9, and 10 by the dashed curves, the 
prediction being initiated at the reattachment location in a similar 
way as was done earlier by Seban, Emery, and Levy [55J in 
applying a turbulent boundary layer prediction to their low
temperature, turbulent air flow measurements downstream of a 
backward-facing step. In the prediction herein, the thermal 
boundary layer was taken to be thin relative to the tube radius 
so that the enthalpy driving potential H to - Hw was chosen as 
the value at the tube inlet (H Ii - Hw)' Furthermore, any ex
ternal flow variation was not accounted for (i.e., x = x, the 
axial distance from reattachment) and Gw ' = 0.47. The predic
tioll is seen generally to be in fairly good agreement with the 
measured heat flux not too far downstream of reattachment in the 
redevelopment region, especially when reattachment occurs 
farther downstream ill the tube as it does at the lower Reynolds 
numbers. However, --at greater distances, the predicted heat 
flux exceeds the measured values obtained with the long tubes. 

The reason for the overestimate of the heat flux farther 
dowilstream in the redevelopment region is believed to be pri
marily associated with using an enthalpy driving potential that 
no longer is descriptive of the central jet flow. For example, 
recent calculations of very high-temperature gas flow through 
Cooled tubes [56J indicate (,hat both the velocity and thermal 
boundary layers grow to the centerline a few diameters down
stream of the tube inlet when the Reynolds numbers are rela-
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tively low as they are in this investigation. The core flow then 
becomes nonadiabatic and consequently the driving potential 
for heat transfer is less. It is clear that a more appropriate 
heat transfer prediction in this region as well as in the noz7.1e 
downstream would require numerically solving the viscous 
heat-conducting laminar-flow equations, e.g., as in [43J for the 
situation where the ionization energy is negligible. 

An estimate of the heat transfer is still possible in the reattach
ment region by using the corresponding properties descriptive 
of the flow at the inlet of the tube and the enthalpy driving po
tential H'i - Hw' The reattachment heat transfer was caleu
lated by applying equation (1) in the stagnation region for a 
plane flow (Gw ' = 0.50) to give 

(2) 

As in all stagnation-region heat transfer predictions, the velocity 
gradient V' needs to be specified. This was done by applying 
the inviscid form of the momentum equation along the tube 
wall in a direction upstream of reattachment. V' is then given 
in terms of the pressure gradient p' which, in the experiments, 
could be calculated from the pressure measurements as shown by 
the dashed lines in Figs. 2-5, 9, and 10, and the velocity V, char
acteristic of the reverse flow, by 

pVV' = -p' 

Originally it was thought that the reverse flow velocity V might 
be estimated from the water flow studies (Section VI). How
ever, it was not possible to measure average reverse flow velocities 
at Reynolds numbers as large as in the hot-gas flow investiga
tion. Inference from the water flow studies and the measure
ments by Seban [57J downstream of a backward-facing step in 
a low-temperature, high Reynolds number, turbulent air flow 
investigation indicate a reverse flow velocity froill 0.L5 to 0.2 
of the velocity U a upstream of the step. In the calculation herein 
a value of V IU a of 0.15 was used which coincidentally is essen
tially the average velocity in the tube, i.e., from conservation 
of mass U = (AaIA)ua = 0.15 U a because of the particular ex
pansion area ratio of the channel investigated. 

The reattachment heat transfer calculation~ are shown as a 
horizontal dashed curve in Figs. 2-5, 9, and lO. COlL~idering t,he 
approximate nature of the prediction, the correspondence with 
the measured reattachment heat transfer is fairly good, es
pecially when reattachment occurs farther downstream in the 
tube. Together with the streamwise predictions previously dis
cussed, it does appear possible to make a meaningful estimate 
of the heat transfer in the reattachment and redevelopment 
reg,ions. 

As a final observation, some additional remarks are in order 
with regard to the question of the influence of ionization on heat 
transfer. For the lower enthalpy tests (Table 1) the predicted 
heat flux for an ionized gas is larger than that predicted by ignor
ing ionization and using the transport properties for atomic 
argon. This can be observed in Table 1 where value;; of q/qA are 
shown. The predicted increase in q above the value for atomic 
argon qA is associated with the larger values of the function F 
for an ionized gas which offset the lower predicted viscosities 
since qca(}.t,)lhF. However, for the higher enthalpy tests 
(Table 1) the significantly lower predicted viscosities predominate 
in the heat transfer relation, and the predicted values of q are 
less than the values for atomic argon. Although there is diffi
culty in isolating the effect of ionization on heat transfer because 
of the nature of the flow investigated, the fairly good agreement 
between the predictions from existing theory [md the measure
ments indicates that reasonable estimates of heat tratlsfer can be 
made in very high enthalpy flows such as the ones considered 
herein where the ionization energy fraction extended up to about 
0.6. This finding is in accord with the fail' agreement founel 
between stagnation region heat transfer predictions and measure
ments in partially ionized monatomic gases. It can be observed, 
for example, in Finson and Kemp's comparison [49] of their 
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jlretiietion wit.h the dakL of Ru(.owski and Bet'shader [58] and 
Reilly [59]. Another relevant study is Park [60] whose theo
retical calculations based on choosing the binary mixture as that 
of heavy partic1es, i.e., atoms and ions, and electrons, agree with 
his data. 

VI Water Flow Studies 
A study was made of the flow regimes and reattachment 

lengths in a water flow through a half-scale ltlCite model of the 
hot.-gas test apparatus. A salient featm'e of the study was that 
(he hot-ga~ flow where velocities thwugh the tube ranged from 
,,20 to 780 fps could be dynamically modeled by a relatively 
slow water flow where velocities extended down to 0.027 fps; 
for example, in 1 min the average flow displacement was 1.6 ft. 
This advantageous situation from a flow obeervation point of 
view arises because for the same ratio of inertia to viscous forces, 
i.e., Reynolds number in the gas and water flows, the significantly 
lower kinematic viscosity of water compared to high-temperature 
a rgon permits operation at relatively low water velocities. 

Reattachment locatioIm were determined by metering dye 
through small holes along the tube and observing which way 
Lhe dye moved, toward the step in (.he reverse-flow region, or 
downstream in the reattachment region. With radial injection 
(he reattachment location was found to move back toward the 
step with increasing Reynolds number similar to that observed 
in the hot-gas flow (Fig. 6). At Reynolds numbers where the 
hot-gas and water flow results overlapped each other, the re
a t.t.achment lengths corresponded fairly well with each other. It 
should be noted that modeling of rotating gas flows with rotating 
li(lllid flows are usually not succes8ful because of t.he radial vari
a lion in density of gas flows. 

Dye could also be metered into the flow at IOClLtions in the up
"tream chamber, at the tip of the assimilated cathode and along 
the assimilated anode, as well as at the numerous locations along 
(he tube. Flow observations revealed that the shear layer be
tween the central jet and the reverse flow along the wall became 
unstable as the Reynolds number was increased and reattach
ment was determined when the lateral extent of the undulating 
motion of this vortex sheet-like region extended to the wall. 
At the lowest Reynolds number of fLbout 200 corresponding to 
the hot-gas results, these undulatiolls began to lose definition 
and to form eddies of random behavior. At a larger Reynolds 
llllmber of about 450 the shear layer exhibited a more-random, 
flnct-mLting behavior. Pictures revealing these regimes are 
shown in [61] where the water flow results are presented. These 
measurements not only encompasseu the Reynolds number 
mnge of the hot-gas flow investigation, but I,lso extended down 
to Reynolds numbers based on the diameter npstream of the 
a brupt channel expansion of 20 and up to 4200. In the nomen
clature used in [61] ReDO = (1.9;)/0.7;)) ReDi = 2.6 ReDi' At 
lower Reynolds numbers reattachment lengths were found to in
crease linearly with increasing ReYliolds number as indeed might 
I>e expected for growth of the lamiwll' shear layer by diffusion 
(Section IV). 

VII Summary and Conclusions 
Nleasured distributions of pressure and heat flux were pre

sented in the separation, reattachment, and redevelopment re
gions along a tnbe and a supersouiu u07.z1e located downstream 
of an abrupt channel expansion. Argon, which was heated and 
partially ionized by an electric arc, was used as the fluid. The 
location of reattachment was found to depend upon the growth 
of an instability in the vortex sheet-like shear layer between the 
central jet that discharged into the tube and the outer, slower
moving reverse flow along the wall. The reattachment locatiou 
moved upstream toward the step at, the tube inlet as the ratio 
of inertia forces compared to the viscous forces became larger, 
i.e., as the Reynolds number was increased. As this occurred 
the instability grew more rapidly in amplitnde and extended to 

126 / FEBRUARY 1972 

the tube wall. For radial inject.ion it was possible t.o dynam_ 
ically model the very high-temperature gas flow by a water 
flow. In the water flow experiments visual observations re
vealed the nature of the flow and indicated reattachment loca_ 
tions in terms of step heights that were in good agreement with 
the gas flow results at the same Reynolds number. 

The highest heat transfer occurred in the reattachment region 
in the tube and established the kind of heat transfer distribution 
that is believed to be convection-dominated along the rest of the 
tube. The loss of energy from the flow as indicated by the 
fraction of the total enthalpy remaining in the flow relative to 
the value at the tube inlet was generally larger when the flow 
reattached farther along the tube as was the case at the lower 
Reynolds numbers. It was possible to make a meaningful esti
mate of the heat transfer at reattachmen t from a stagnation 
region, boundary layer prediction for a partially ionized gas 
flow. In the redevelopment region downstream of reattachment 
the level of heat transfer could also be estimated from a laminar 
boundary hLyer predictiolJ initiated at reattachment, alt.hough 
the prediction eventually failed farther along the tube beca\l~e 
the core flow is believed to have become nonadiabatic. Al
though there is difficulty in separately appraising the effect of 
ionization OIl heat transfer because of the kind of flow investi
gated, the fairly good agreement between predictions from exist
ing (heory and measurements does indicate that reasonable 
estimates of heat transfer can be made in very high enthalpy 
flows such as the ones considered herein where the ionization 
energy fraction extended up to about 0.6. The energy loss in 
these relatively low Reynolds number flows with extemally 
cooled walls is appreciable; as much as 90 percent of the inlet 
energy was lost by heat transfer to the tube and nozzle wall. 
The largest amonnt of energy that was transferred occurred ill 
the tube because of the reattachment process and the larger 
enthalpy driving potential there. 
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